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ABSTRACT

We examine the degree of energy equipartition in 9 Galactic globular clusters using proper motions measured
with the Hubble Space Telescope. For most clusters in the sample, this is the first energy equipartition study
ever performed. This study is also the largest of its kind, albeit with only 9 clusters. We begin by rigorously
cleaning the catalogues to remove poor-quality measurements and to ensure high signal-to-noise for the study.
Using the cleaned catalogues, we investigate how velocity dispersion o changes with stellar mass m. We fit
two functional forms: the first, a classic power-law of the form o o« m™" where 7 is the degree of energy
equipartition, and the second from Bianchini et al. (2016) parameterised by an equipartition mass m.q where
changes with stellar mass. We find that both functions fit well but cannot distinguish with statistical significance
which function provides the best fit. All clusters exhibit varying degrees of partial equipartition; no cluster
is at or near full equipartition. We search for correlations of 7 and me, with various cluster properties. The
most significant correlation is observed with the number of core or median relaxation times (Ncore OF Npaif) the
cluster has experienced. Finally, we determine the radial equipartition profile for each cluster, that is, how the
degree of equipartition changes with projected distance from the cluster centre. We do not detect statistically
significant trends in the degree of equipartition with radius. Overall, our observational findings are in broad
agreement with theoretical predictions from N-body models published in recent years.

Keywords: Globular star clusters (656), Proper motions (1295), Stellar dynamics (1596), Stellar kinematics

(1608)

1. INTRODUCTION

Globular clusters (GCs) are collisional systems, meaning
that the stars inside them interact on timescales significantly
shorter than the age of the Universe. This, combined with the
fact that they are very old (a significant fraction of the age of
the Universe), means that the stars have undergone a lot of
interactions. During an interaction, stars will mildly perturb
each other’s orbits and exchange a small amount of energy,
in a process known as two-body relaxation. Although these
effects are small individually, they compound and the conse-
quences can be considerable after many interactions (Spitzer
1987).
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One such consequence is energy equipartition. During an
interaction, energy will generally be transferred from the star
with higher energy to the star with lower energy (Spitzer
1969). So given enough time (or interactions), and if no other
factors are at work, we would expect that an ensemble of stars
would reach a state where they all have the same kinetic en-
ergy %mUQ, for stellar mass m and velocity dispersion o.
Or, alternatively, o oc m~%2. Thus, we would observe that
low-mass stars move faster than high-mass stars.

This describes a hypothetical end state. In practice, it’s
likely that a stellar system may be in partial equipartition
where there is some dependence on stellar mass in the ve-
locity distribution, but it has not reached full equipartition.
Classically, we consider that dispersion o changes with stel-

lar mass m like
-1
o =0 (m> (1)
ms
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where m; is a scale mass, o, is the velocity dispersion of
a star of mass m, and 7n quantifies the degree of energy
equipartition. 1 = 0 indicates no equipartition, that is the
velocities are independent of stellar mass. = 0.5 indicates
full energy equipartition whereby all stars have the same ki-
netic energy.

Whether equipartition is partial or full, we would expect
slow-moving high-mass stars to be more affected by dynam-
ical friction than fast-moving low-mass stars. As a result,
the high-mass stars would tend to sink towards the centre of
a cluster and low-mass stars would tend to move outwards.
This is known as mass segregation. Studies are challenging
as they require accurate star counts for both bright and faint
stars, but are possible from space and from the ground (e.g.
King et al. 1995; Anderson 1997; Koch et al. 2004; Heyl et al.
2012; Dalessandro et al. 2015; Sollima et al. 2017). Recently,
Baumgardt et al. (2022) have even suggested that mass segre-
gation could be a discriminator between GCs and ultra-faint
dwarfs.

Mass segregation means that stars of different mass have
different spatial distributions, and we know also the veloc-
ity dispersion changes as a function of position within the
cluster. So complete equipartition will only be indicated by
n = 0.5 over small radial ranges, and may not hold globally.

Energy equipartition is even more challenging to study.
The reason for this is that we need to measure high-precision
kinematics for stars that span a wide range of stellar masses.
Significant mass loss can occur on the RGB, but these end
stages of stellar evolution are so fast compared to the 2-body
interaction timescales, that the stars do not have time to ad-
just kinematically to their new mass. So even though there
is an intrinsic mass range from the main-sequence turn-off
(MSTO) up along the subgiant branch and red giant branch,
those stars behave like a population spanning a relatively
small range of stellar masses. Where we see the wide ranges
of stellar masses that we need for this kind of work is along
the (fainter) main sequence. Unfortunately, the stars for
which we have historically been able to measure kinematics
(at all, let alone with the precision required) are the bright-
est stars. This is true for both spectroscopic studies that
have measured line-of-sight velocities (LOSVs) and astrom-
etry studies that have measured proper motions (PMs).

There are a few exceptions. Blue stragglers are stars both
bluer and brighter than the MSTO that sit on the high-mass
main sequence. They are thought to be once-lower-mass
main sequence stars that have recently gained extra mass via
collision or mass-transfer from an evolved companion in a bi-
nary system. Their original mass explains their longevity and
their new mass explains their location in the HR-diagram.
These are a rare but useful population of stars that are both
bright and of a different mass than the rest of the bright stars
in a cluster; they can even be used as dynamical ‘clocks’ (see

Ferraro et al. 2020, for a nice review). Baldwin et al. (2016)
studied the kinematic differences between blue straggler stars
and the evolved stars in 19 clusters using HST PMs and found
that the blue straggler stars are indeed moving slower on av-
erage, indicating that there is some degree of energy equipar-
tition and that they are of higher mass.

The observational challenges have not prevented theoreti-
cal work on this topic. Baumgardt & Makino (2003) studied
internal GC dynamics using N-body simulations and found
that GC centres can reach full equipartition after core col-
lapse but that the outer regions never reach full equipartition
unless it is present initially.

Trenti & van der Marel (2013) studied energy equiparti-
tion using N-body simulations of GCs. To match observa-
tions, they studied equipartition using projected velocity dis-
persions and found that their simulated clusters never reached
full energy equipartition in any region. The simulated clus-
ters started with no equipartition (n = 0) and were allowed
to evolve. The inner regions developed some velocity depen-
dence on stellar mass quite rapidly, reaching a maximum of
n ~ 0.2 and then actually turned over and 7 decreased to
around n ~ 0.1. The outer regions steadily increased from
n = 0 ton = 0.1 without the turn over. This is remarkably
different behaviour than our somewhat naive expectation that
equipartition would increase until complete. Another predic-
tion of this work is that equipartition (or 77) would be highest
in the central regions of the cluster and then would decrease
with increasing distance from the cluster centre. These are
two quantifiable results that we would like to put to the test:
what values of 1 do we observe in real clusters? And how
does 7 change with radius?

Bianchini et al. (2016) also studied equipartition in N-body
simulations of GCs, also in projection. They found that not
only does velocity dispersion depend on stellar mass, so does
equipartition itself. They offered a new parameterisation for
velocity dispersion as a function of stellar mass,

00 exp (—% T ) m < Meg
O'(m) = 1 ) (2)

-2
m
Oeq (mieq) m > Meq

where meq is a mass scale parameter that quantifies the
level of energy equipartition in a system. oy = o(0) and
Oeq = 0(Meq) are scale parameters that are related such that
Ocq = 00 €Xp (f%) In the classic power-law function, 7
is the derivative of the dispersion with stellar mass. So it is
useful to consider the derivative of this function as well,

dlno %7:1"
n(m) = dlnm { %

This helps us interpret meq. Under this formalism, stars more
massive than me, are in complete equipartition, and stars

m < Meg

3)

m > Meq
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less massive are in partial equipartition, with the degree of
equipartition decreasing with stellar mass. This offers an-
other quantifiable test for us to investigate: how well does
this functional form describe real clusters? Is it preferred
over the classic power-law description?

Anderson & van der Marel (2010) measured the degree
of equipartition in the inner regions of NGC 5139 (w Cen-
tauri) using a catalogue of PMs measured over a 4-year base-
line with HST. They estimated 1 ~ 0.2, in good agreement
with the later theoretical study of Trenti & van der Marel
(2013). The latter also quote a revised estimate (via private
communication) for the equipartition in NGC 5139 using an
improved HST PM catalogue of n ~ (.16, again in good
agreement with their theoretical predictions. That improved
PM catalogue for NGC 5139, along with PM catalogues for
21 other GCs (including NGC 362), was later published in
Bellini et al. (2014). It is these catalogues that form the basis
of the present work.

Libralato et al. (2018) presented a further-improved cata-
logue for NGC 362, with which they studied energy equipar-
tition in the cluster. They found an average degree of equipar-
tition 7 = 0.114 £ 0.012, again consistent with theoretical
expectations. They also found that 7 is highest near the clus-
ter centre (n ~ 0.4) and decreases with increasing radius
(ton ~ 0.1), again consistent with Trenti & van der Marel
(2013). Improved catalogues are forthcoming for a number
of other clusters, but at present, the largest catalogue sample
remains that presented in Bellini et al. (2014)".

In our initial studies of these catalogues — which focused
on velocity dispersion and anisotropy profiles (Watkins et al.
2015a), and dynamical distances and mass-to-light ratios
(Watkins et al. 2015b) — we made a magnitude cut at the
MSTO and restricted our analysis to only the bright stars.
The reasons were twofold: first, to mitigate the same depen-
dence of kinematics on stellar mass that we are seeking in
this work, and second, to focus on the stars that were gen-
erally easier to measure. Assessing the quality of just the
bright-star catalogues was already challenging. Moreover,
most clusters had never been studied with PMs before and
never had such a large sample of GCs been studied with PMs
as an ensemble, so even analysing the bright stars represented
a big step forwards in our understanding.

However, it is now time to restudy these catalogues in their
entirety, with no magnitude cut. By including the main-
sequence stars, we significantly increase the stellar mass
range spanned by these catalogues, and make it feasible to
study equipartition and attempt to answer some of the ques-
tions posed by earlier theoretical work. Although this has

' We use the original, not improved, catalogue for NGC 362; we wish to use
catalogues that were generated in the same way so that we can analyse them

all consistently.

been done for a handful of GCs individually, this is the first
time such a study has been done for an ensemble.

As for our earlier analysis (Watkins et al. 2015a), careful
cleaning of the catalogues is crucial to ensure that we have
a sample of high-quality well-measured stars in each cluster.
This is more challenging here with the sample now spanning
a broader magnitude range and with the complication of stel-
lar mass in play. Although we start with 22 PM catalogues in
total, only 9 clusters will prove to be of sufficient quality to
complete the analysis.

In Section 2, we describe how we use the colour-magnitude
information to estimate masses for all the stars in our sample.
In Section 3, we describe the modified cleaning process to
select high-quality samples and identify clusters with suffi-
cient quality to proceed. In Section 4, we investigate the en-
ergy equipartition in the 9 GCs that passed the quality selec-
tions. In Section 5, we investigate how equipartition changes
with distance from the cluster centre. In Section 6, we search
for correlations of equipartition parameters with other cluster
properties and discuss the broader implications of our results.
Finally, in Section 7, we summarise our conclusions.

2. STELLAR MASSES

If we are to study the effect of stellar mass on cluster kine-
matics, we must first estimate masses for the stars in our cat-
alogues. We do this via isochrone fitting, for which we use
isochrones from the Dartmouth Stellar Evolution Database
(Dotter et al. 2008).

Most clusters have F60O6W and F814W magnitudes, and
to form the CMDs we use the F6O6W magnitude and the
F606W-F814W colour. There are two exceptions. NGC 5139
has F435W, F625W and F658N magnitudes, and to form the
CMD we use the F625W magnitude and the F435W-F625W
colour. NGC 6266 has F390W and F658N magnitudes, and
to the form the CMD, we use the F658N magnitude and the
F390W-F658N colour.

We adopt cluster metallicities [Fe/H] and extinctions E(B-
V) from Harris (1996, 2010 edition) and assumed primordial
He. Where available, we use cluster ages from VandenBerg
et al. (2013); where not available, we infer the age by calcu-
lating the weighted average of the ages in the full Vanden-
Berg et al. (2013) sample, using Gaussian weights in metal-
licity centred on the target cluster and with width 0.1 dex.
Ideally, we would use alpha-element abundances of [a/Fe]
= 0.3 as is typical for GCs, but this value is not available
in the isochrone set. So instead we adopt [a/Fe] = 0.2 dex
for clusters with [Fe/H] > -1.5 dex and [a/Fe] = 0.4 dex for
clusters with [Fe/H] < -1.5 dex. Where possible, we use ex-
tinction coefficients from Casagrande & VandenBerg (2014);
for F625W and F658N, we infer the coefficients via inter-
polation using the coefficients in Casagrande & VandenBerg
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(2014) and central wavelengths for other ACS filters from
Ryon (2018).

Before fitting isochrones, we wish to be sure that we have a

high-quality sample of genuine cluster members for the base-
line of the fits. The full data quality analysis is described
in detail in Section 3; here we perform a simpler version of
the cuts, that is good enough for our purposes here as we
only wish to clean up the CMD and select for membership,
not rigourously select the members the best measured PMs.
We first performed the steps outlined in Section 3.1 and Sec-
tion 3.2, and then crudely sigma-clip to remove obvious con-

taminants as described at the start of Section 3.4. None of

these steps depends on stellar mass.

We begin by selecting an isochrone with the given cluster

properties and identify the point on the isochrone that best
matches each star in the high-quality sample. To do this,
we interpolate in magnitude to finely sample the isochrone
within £0.5 dex of the target star in steps of 0.01 dex. We
then calculate the likelihood of the star for each point of the
interpolated isochrone, assuming Gaussian distributions with
widths 0.01 mag in magnitude and 0.02 mag in colour, and
take the highest likelihood point as the best match. This also
provides, for each star, a probability that the star was drawn
from the isochrone; the product of these probabilities gives
the total likelihood for the high-quality sample for the given

the isochrone.

We fix the adopted ages, metallicities, distance moduli

and extinctions, sometimes rounding to the nearest value for

which an isochrone is available. Due to the offset between

in

the isochrone availability and the true cluster values, and the
uncertainty on the cluster properties, the isochrones do not
always give very good fits to the data. We have also ne-
glected the possibility of multiple stellar populations; prop-
erly accounting for their different He and light-element abun-
dances would also lead to slightly different masses”. Full
isochrone fitting, interpolating isochrones between grid val-
ues, and a proper accounting of multiple stellar populations
are beyond the scope of this paper. Instead, to account for
these sometimes-poor fits and compensate for uncertainties

the fixed quantities, we determine shifts in magnitude

(An) and colour (A.) that make the adopted isochrone best
fit the high-quality sample. We assume flat priors on A,
and A so that the total posterior probability of the shifted
isochrone given the data is equal to the likelihood of the data
given the shifted isochrone and then find the offsets that max-
imise the total posterior probability.

Once the best shifts have been found, we once again iden-

tify the closest point on the shifted isochrone but this time for

2 Although this effect is likely to be small, as shown in a study of NGC 6352
by Libralato et al. (2019).

all stars (i.e. the full sample) and adopt the mass of that point
as the stellar mass of the star.

This method gives us reasonable mass estimates for stars
on the main sequence (MS), subgiant branch (SGB) and red
giant branch (RGB), but is unreliable for horizontal branch
(HB) stars and white dwarfs (WDs). To account for this, we
identify regions where we observe HB and WD stars and re-
assign their masses. We know that significant mass loss can
occur along the RGB, but the timescale for this mass loss is
so fast, much faster than the typical 2-body relaxation time,
that these stars will still preserve the same kinematics they
had before the mass loss. So we assign all HB stars to have
masses equal to the maximum in the sample, representative
of their pre-mass-loss mass that still defines their kinemat-
ics. WDs are more evolved and will have experienced fur-
ther mass loss and over longer, more-meaningful timescales.
We adopt a mass of 0.54 M for our WD samples based on
WD masses for typical old, metal-poor populations drawn
from the Modules for Experiments in Stellar Astrophysics
(MESA) Isochrones and Stellar Tracks (MIST Choi et al.
2016) models.

As an example, Figure 1 shows the colour-magnitude dia-
gram for NGC 6752 for all stars in the catalogue. We will
use this cluster as a reference throughout the paper. The
black lines show the adopted isochrone for the cluster, shifted
so as to best fit the data. In the upper panel, the stars are
coloured by their individual probability of being drawn from
the isochrone, as indicated by the colour bar. In the lower
panel, the stars are coloured by their estimated stellar mass,
as indicated by the colour bar.

3. DATA CLEANING

Before we are able to carry out the kinematic analysis, we
must clean the catalogues of contaminants and ensure that
we have samples of stars with well-measured velocities and
well-estimated uncertainties. Including contaminants, poor
measurements, or underestimated uncertainties will tend to
bias our results towards larger dispersions.

In Paper 2, we described the cleaning of a bright-star sam-
ple in detail; for these samples we were able to ignore the
effect of stellar mass on any of the cluster properties. In
this work, we are using all stars in the catalogue, including
those on the main sequence, which significantly increases
the range of stellar mass covered, so our previous cleaning
method is inadequate. Here we describe our modified clean-
ing method. The overall process follows that from Paper 2;
the main change is to account for variations in stellar mass
where appropriate, although there are a few updates to other
aspects.

3.1. PM Fit Quality
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Figure 1. Colour-magnitude diagrams for NGC 6752. Here we
show the full catalogue with no quality selections or velocity clip-
ping. Top: The data points are coloured by proximity to the
isochrone, as indicated by the colour bar. Bottom: The data
points are coloured by their estimated stellar mass, as indicated by
the colour bar. In both panels, the black line shows the adopted
isochrone for the cluster.

These cuts assess the quality of the PM fits and are similar
to those used for our bright-star samples. We briefly sum-
marise them here but refer to Paper 2 for in-depth discussion.

To calculate PMs, an initial fit was performed using all
the measurements of positions versus time found for a given
star Neoung. Outlier points were removed and the remain-
ing points were refit in an iterative process until the fits con-
verged, with the final fit using Nys0q points. We wish to keep
only stars for which the number of points rejected for the fit
was low, and so remove stars with Nysed /Niouna < 0.85.

The catalogues also provide reduced x? values separately
for the fits in the x and y directions. For each direction, we
calculate v, the cumulative distribution function for a x? dis-
tribution with D = Nygeq — 2 degrees of freedom. We re-
move stars for which (1 — ax)(1 — ay) < 0.05.

3.2. Position Fit Quality

These cuts assess the quality of point-spread function
(PSF) fits to the stars that were used to determine their po-

sitions. The principles behind these cuts are the same as for
the bright-star sample, but we have refined the method, as we
will describe.

Accurate PM measurement relies on accurate measure-
ment of the positions of the stars. Blending — where the light
from a star overlaps with its neighbour, particularly a prob-
lem in crowded regions — will cause poor PSF fits, and thus
lead to large uncertainties on position. The quality of the PSF
fit is given in the catalogues as a QFIT parameter (for all clus-
ters except w Centauri, for which an rms is given), for which
small values indicate better fits. The quality of the PSF fits
varies with magnitude as PSFs can be better fit for brighter
stars, so these cuts must be magnitude dependent. We must
also consider that the clusters will be more crowded (and thus
subject to poorer PSF fits) in the central regions than in the
outer parts, where stars are more isolated.

For NGC 5139, we use only the F658N magnitude and rms
as it is the only filter with an rms for every star in the cata-
logue. For the remaining clusters, we use magnitudes and
QFIT values for all available filters (F390W and F658N for
NGC 6266, or F60O6W and F814W for the rest).

For each star, we wish to compare its QFIT value to isolated
stars of similar magnitude. To identify isolated stars, we bin
the stars into pixels in (x,y) position using a pixel scale of
10 arcsec/pixel (or 5 arcsec/pixel for NGC 7099 due to the
limited radial coverage and very low number of stars in the
catalogue). We then count the number of stars in each pixel
and calculate the catalogue surface density >, for each pixel.
For some clusters, the density maps are reasonably symmet-
ric, and a simple radial cut would work well. However, the
spatial and temporal coverage of the datasets that have been
compiled for each catalogue are sometimes highly heteroge-
neous, and so the catalogue surface density of stars is highly
asymmetric for some clusters.

As an example, Figure 2 shows the catalogue surface den-
sity maps for NGC 6752 and NGC 6441. The colour of the
pixels shows the surface density and both clusters have been
plotted on the same colour scale so that they may be directly
compared. The circles indicate 20 (solid), 40 (dashed), 60
(dot-dashed), and 80 arcsec (dotted). For NGC 6752, the sur-
face density is fairly symmetric about the centre. However,
for NGC 6441, the density is asymmetric due to the off-axis
field towards the top-right of the figure.

Note also that the catalogue surface density for NGC 6752
is fairly low everywhere — primarily because it is one of the
closest clusters in our sample — and increases towards the
centre. For NGC 6441, we see a central dip in the density
map; this is not because the density drops, but because the
incompleteness is so high here that many stars in this re-
gion did not make it into the PM catalogues. We need to ac-
count for both the asymmetry in the catalogue density maps
and the central holes when selecting isolated stars. We ex-
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Figure 2. Surface density profiles of catalogued stars for NGC 6752
(top) and NGC 6441 (bottom). The colour of the pixels shows the
surface density of stars in the pixel; the colour scale is the same
in plots so they may be directly compared. The solid, dashed, dot-
dashed, and dotted circles mark 20, 40, 60, 80 arcsec from the cen-
tre.

perimented with different definitions and find that defining
isolated stars as those where ¥, < 2.5 stars/arcsec? works
well for our purposes. For the 6 clusters with central holes
(NGC 1851, NGC 2808, NGC 6388, NGC 6441, NGC 6715,
and NGC 7078), we further insist that isolated stars must lie
outside of 20 arcsec.

For our QFIT analysis, we begin by assigning a weight to
all other stars in the catalogue based on the proximity in mag-
nitude, for which we use a Gaussian centred on the target star
with width 0.1 mag. Then to ensure that we are comparing
only against isolated stars, we set the weight of all stars not
selected as part of the isolated sample to be 0.

We then calculate a normalised weighted cumulative distri-
bution function of QFIT values, and then use this to determine
the (weighted) percentile £ in which the target star lies. In
our previous analysis, we also calculated QFIT percentiles,
but using only the nearest 100 stars in magnitude outside of
some radial limit, instead of weighting the contribution of
the stars by their proximity in magnitude and performing a
density analysis.

To select high-quality stars, we remove all stars with {g >
65%. For NGC 5139, we use only the F658N filter for the

cut as the rms statistics for the other bands are incomplete, as
discussed above. For all other clusters, we use QFIT statistics
for both filters available, and remove a star that fails the cut
in either filter.

Figure 3 demonstrates the QFIT percentiles for NGC 6752.
This is one of the closer clusters in our sample, so the QFIT
values are generally well behaved. In the left panel, we show
the QFIT for the F6O6W photometry, as a function of magni-
tude. We see that the PSF is fit better for bright stars and
becomes worse for fainter stars. The points are coloured
by the percentile they were assigned based on their QFIT, as
shown in the colour bar on the right. We have two percentiles
(one for F606W and one for F814W) and the colours show
whichever is the larger value. The plot for the F814W is very
similar so we do not show it here.

The middle panel shows a colour-magnitude diagram for
the cluster, with the colours the same as before. We see that
stars near to the central locus of the population typically have
better PSF fits than those at the edges, which is not surprising
as photometric precision decreases (and measurement errors
increase) for fainter stars.

In the right panel, we show the catalogue in the plane
of distance from the cluster centre and stellar mass, again
coloured by QFIT percentile as shown by the colour bar. We
see that, unsurprisingly, faint stars near the crowded centre
are typically poorly measured and will be removed.

3.3. Velocity Uncertainties

These cuts consider the reliability of the uncertainties on
the PM measurements. In Paper 2, we folded this into the
analysis of the local dispersions (the next step, which we will
discuss in Section 3.4). Here we separate the two analyses.

The observed velocity dispersion is the convolution of the
intrinsic dispersion of the stars and their velocity uncertain-
ties. So to recover the true dispersion, we need accurate mea-
surement uncertainties. Underestimated (overestimated) un-
certainties will lead to an estimate of intrinsic dispersion that
is higher (lower) than the true value. In general, uncertain-
ties can be over- or underestimated. In practice for this type
of work, well measured stars tend to have accurate uncertain-
ties, but poorly measured stars tend to have underestimated
uncertainties.” So smaller uncertainties are generally reli-
able, whereas larger uncertainties, although large, tend to be
underestimated and are not large enough. Thus, we will want
to keep smaller uncertainties and remove larger ones.

Here we are not concerned with the overall size of the un-
certainties (that will come later), just whether they have been

3 This is because uncertainty estimations generally assume that the PM is
well measured; when the PM is not well-measured, the uncertainty estima-
tion becomes unreliable.
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Figure 3. PSF fit quality statistics for NGC 6752. Left panel: QFIT as a function of magnitude for F6O6W. The equivalent plot for F814W is
very similar and so is not shown. Middle panel: colour-magnitude diagram. Right panel: location of the stars in the plane of distance from the
cluster centre and stellar mass. In all three panels, the colour of the points shows the QFIT percentile calculated as described in the text and

shown in the colour bar.

accurately estimated, which we will assess by comparing to
measurements for other similar stars.

Positions for bright stars can be determined more accu-
rately than for faint stars. It follows then that the change
in position with time (or PM measurement) can also be de-
termined more accurately for bright stars than for faint stars.
So PM uncertainty changes as a function of magnitude, and
this needs to be factored in to our analysis of reliability.

PM uncertainties also change as a function of baseline,
with longer time baselines yielding more precise PM mea-
surements. Some of our PM catalogues are constructed from
multiple fields with different baselines, and we see the ef-
fect of this in the uncertainties. PM uncertainties also vary
depending on the number of observations used for the mea-
surement, and with exposure time of the observations. Some
of these effects will be small compared to the overall scatter
in the uncertainties, but some will be meaningful. To assess
the status for each cluster, we begin by reviewing their distri-
butions of PM uncertainty as a function of magnitude. For 16
clusters, we identify only one sequence of uncertainties, indi-
cating that the effect of baseline, number of observations and
exposure time, and any other factors is smaller than the over-
all scatter. In the other 6, we identify multiple sequences, in-
dicating that various factors are dominating the distributions.
For these clusters, we isolate the sequences and perform the
following cleaning method on each sequence separately.

The 6 clusters, and the cuts used to isolate their sequences
are:

* NGC 104, 2 sequences: T < 7 yr, T > 7 yr;
* NGC5139, 2 sequences: T < 7.5yr, T > 7.5 yr;

* NGC 6388, 3 sequences: T <3yr,3yr<T<9yr, T
> 9yr;

* NGC 6397, 2 sequences: T < 4yr, T > 4 yr;

* NGC 6441, 3 sequences: T < 6.5 yr, T > 6.5 yr and
Nysed < 18.5, T > 6.5 yr and Nygeq > 18.5;

* NGC7078, 2 sequences: T < S yr, T > 5 yr;

for baseline T and number of observations used for the PM
measurement [V geq.

To proceed, we follow a similar approach to that outlined
in Section 3.2 for making QFIT cuts. We first identify a well-
measured sample, which we define as stars where the local
catalogue density is 0.5 < ¥, < 2.5 stars/arcsec? and the
QFIT percentile £ < 50%. This is a stronger QFIT cut than
we used in Section 3.2 to make sure that we are really taking
the best measured stars for this sample. Then, for each star,
we weight the well-measured stars according to their proxim-
ity in magnitude using a Gaussian centred on the target star
of width 0.1 mag, calculate the normalised weighted cumula-
tive distribution function of uncertainties A - and determine
the weighted percentile A in which the star lies. We do this
separately for the uncertainties in the x and y directions and
use the maximum of these values for each star. To select
high-quality stars, we remove all stars with £o > 65%.

Figure 4 demonstrates the PM uncertainty percentiles for
NGC 6752 (upper panels) and NGC 6397 (lower panels).
These are both among the closer clusters in our sample, so
the uncertainties are generally well behaved. In the left panel,
we show the PM uncertainties (in both = and y directions)
as a function of magnitude. We see that the uncertainties
are smaller for the brighter stars, for which positions can be
determined more accurately, than for the fainter stars. For
NGC 6752, we see only one sequence. For NGC 6397, two
sequences are evident due to different baselines for PMs in
this catalogue. The points are coloured by the percentile they
were assigned based on their PM uncertainty, as shown in
the colour bar on the right. We have two percentiles (one for
the = motions and one for y motions) and the colours show
whichever is the larger value.

The middle panel shows a colour-magnitude diagram for
the cluster, with the colours the same as before. As for the
QFIT analysis, we see that stars near to the central locus of the
population typically have better PM uncertainties than those
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Figure 4. PM uncertainty quality statistics for NGC 6752 (top, our reference cluster in this work) and NGC 6397 (bottom, an example with two
sequences). Left panels: PM uncertainty A, as a function of magnitude for FGO6W. Uncertainties in both = and y are shown in this panel. The
equivalent plot for F814W is very similar and so is not shown. In the upper panel there is only one sequence. In the lower panel, two sequences
are clearly identified, isolated with a cut at baseline 7 yr for this cluster. The quality analysis was run separately for both sequences. Middle
panels: colour-magnitude diagram. Right panels: location of the stars in the plane of distance from the cluster centre and stellar mass. In all
three panels, the colour of the points shows the percentile £ calculated as described in the text and shown in the colour bar.

at the edges, which is not surprising if we consider that stars
near the locus were likely better measured.

In the right panel, we show the catalogue in the plane
of distance from the cluster centre and stellar mass, again
coloured by percentile A as shown by the colour bar. The
patterns in these plots change from cluster to cluster, owing
to differences in the intrinsic cluster properties and in the ob-
servations used for these catalogues. But in general, stars
near the centre tend to have large percentiles (large uncer-
tainties relative to other similar stars, coloured red) due to
crowding and small-number statistics. Stars in the outer parts
tend to have large percentiles due to less accurate geometric
distortion solutions and/or PSFs near the field edges, though
small-number statistics may have an effect here as well.

3.4. Local Velocity Dispersions

These cuts are designed to remove contaminant popula-
tions with velocity distributions offset from that of the cluster
and to remove stars with uncertainties much larger than the
signal we are trying to measure. Both the velocity and uncer-
tainty cuts depend on the velocity dispersion, which changes
as a function of both radius and stellar mass. Paper 2 con-
sidered only changes in dispersion as a function of radius,
so we have to update this step to fold in mass dependence
for the dispersions. As we require a clean sample of stars to

calculate reliable kinematics, this is necessarily an iterative
process.

We begin with a crude membership selection via sigma-
clipping to identify extreme outliers. To do this, we assume
that the mean velocity of the sample is zero (as it should be
by design as the catalogues provide only relative PMs) and
calculate the rms of the radial and tangential PMs, which is
the dispersion ¢ under the assumption of zero mean. We
then flag as ‘good’ all stars within 5o of zero and for which
the PM uncertainties are smaller than 20. We then recalcu-
late the dispersion using the ‘good’ stars and reassign ‘good’
flags based on the new results. We iterate until the result is
stable. In this step, we do not consider mass or radial depen-
dence on the velocity dispersion, neither do we include the
uncertainties on the velocity measurements in the dispersion
estimation, so the dispersion we calculate is an average of the
intrinsic cluster dispersion convolved with the measurement
uncertainties; at this point, all we want to do is identify obvi-
ous outliers (e.g. foreground stars), so this crude clipping is
good enough. We do not remove any stars here, we only flag
them as ‘bad’ for the initial step of the next phase.

Now, we have a roughly cleaned sample, we are ready to
calculate local dispersions based on mass and radius. We as-
sume a dispersion model that behaves like a 3rd-order poly-
nomial as a function of radius R and power-law as a function
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of mass m, that is
o (R,m) = [co+ 1R+ coR* + csR* ] m™.  (4)

c4 is analogous to the traditional equipartition parameter, but
we refrain from calling it such because here we are not fitting
for equipartition, just cleaning.

As a baseline, we assume flat priors on all the parameters,
but in some cases control their allowed range. The polyno-
mial part is essentially the dispersion profile of a 1 Mgstar,
so we insist that is must be positive for all data points, that is,

co+ 1 R; + CQR,L-Q + 03}313 > 0, (®)]

for all stars ¢ with radii R;. We also force the polynomial
part to be monotonically decreasing, as we would expect for
a dispersion profile, that is,

c1 +2coR; + 3c3R? > 0, (6)

for all radii R;. Finally, we insist that —5 < ¢4 < 5. A
physically motivated choice would restrict 0 < ¢4 < 0.5, but
this does not account for the possibility that the cleaned cat-
alogues may not be of sufficient quality to perform this kind
of analysis. So we choose a looser prior that will keep the
models from straying too far away from the expected values,
but does not force them to be in the expected range. Indeed,
if ¢4 is outside of the expected range (and especially if it hits
these boundaries), it is a clear sign that the data quality is not
sufficient for this work for that cluster at present.

We fit this model to the high quality, good stars (with high
quality defined by the PM and position fit quality cuts and
good defined by the previous sigma-clipping). We perform
the fits using a maximum-posterior analysis in a discrete
fashion, that is the fit is assessed using individual stars not
binned kinematics. For a star ¢ at position R; with mass m;
and velocity (pr; £ 0r,i, 1 £ O7,i), the model predicts a
mean 0 and dispersion o; = o(R;, m;). The total likelihood
is the product of the individual likelihoods for each star and
is then

2 2
MR K i

of + 61%{4) (a? + 5%71)
Q)

Finally, the posterior is the product of the priors and the like-
lihood. We maximise the posterior using a downhill simplex
method.

Using the best-fitting dispersion predicted for each star o3,
we once again sigma-clip the sample, but now using the best-
fitting model dispersion convolved with the observational un-
certainties. That is, we compute

2 2 3
PR KT
Ny = 2 + : 8
(0?+5§,i 0?+5%,i> ®

1
L= H Imo? exp | — (

and flag as good all stars with N, ; < 3.

To measure accurate dispersions, it is important to have
measurements for which the uncertainties are well below the
internal motions of the cluster (see broader discussion in Pa-
per 2). So we flag as ‘bad’ any star for which dg ; > iai or
o7 > iai. In general, the uncertainties increase faster with
increasing magnitude (due to limited signal-to-noise) than do
the internal motions (due to equipartition). Therefore, this
step mostly eliminates faint stars, and effectively determines
a the lowest stellar mass down to which we can measure the
cluster dispersion.

As before, we then iterate using the new good flags to re-fit
the dispersion model and then recalculate the good flags until
the good sample converges, or until 30 iterations have been
performed.

Figure 5 shows the results of the cleaning process for
NGC6752. The left panel shows the final sample of stars
in the plane of distance from the cluster centre R and stel-
lar mass m, with the stars coloured by the local dispersion
o estimated from the fit (red high and blue low) as indicated
by the colour bar above. As expected, the low mass stars
near the centre of the cluster move fastest, with velocity dis-
persion decreasing with both increasing mass and increasing
distance from the centre. It is immediately apparent that the
radial coverage is not the same for every mass, and the mass
range is not the same at every radius.

The middle panel shows velocity dispersion as a function
of distance from the cluster centre, with stars coloured by
their mass as indicated by the colour bar above. We see that
the high mass (red) stars have lower dispersions than the low
mass (blue) stars. The right panel shows velocity dispersion
as a function of stellar mass, with stars coloured by the dis-
tance from the cluster centre. The stars near the centre (blue)
move faster than the stars towards the edge of the field (red).
The three panels provide different views of the same data. We
include all three here to aid understanding of the processes at
work and the underlying distributions in these clusters.

Solutions failed for 6 clusters in the sample. For NGC 288,
NGC 6535, and NGC 7099, this cleaning step returned 0
stars. For NGC 6362, this step returned just 7 stars, which
is not enough to do anything meaningful. For NGC 6624,
the solution did not converge. For NGC 6715, the solu-
tion hit the upper boundary of the 7 prior. For these clus-
ters, we conclude that the data quality is not sufficient for
us to proceed with this analysis. None of these clusters are
particularly surprising as they include very low dispersion
clusters (NGC 288, NGC 6362, NGC 6535), small sample-
size clusters (NGC 288, NGC 6362, NGC 6535, NGC 6624,
NGC7099), and the most distant cluster in the sample
(NGC 6715). NGC 6715 may also suffer from contamination
from the Sagittarius dwarf galaxy. All of these factors will
make any analysis challenging.
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Figure 5. Local dispersion cleaning for NGC 6752. Left panel: location of the final sample in the plane of distance from the cluster centre
and stellar mass, coloured by the local dispersion estimated from the fit as indicated by the colour bar above. Middle panel: fitted velocity
dispersion as a function of distance from the cluster centre for the final sample, coloured by the stellar mass as indicated by the colour bar
above. Right panel: fitted velocity dispersion as a function of stellar mass for the final sample, coloured by the distance from the cluster centre

as indicated by the colour bar above.

3.5. Final Cluster Sample

In the previous section, we calculated the local velocity
dispersion ¢ as a function of mass and radius, removed out-
liers by removing stars more than 3¢ away from 0, and im-
proved the signal-to-noise of the sample by removing stars
with PM uncertainties larger than %0.

The latter step was extremely conservative because the sig-
nal we are looking for in the data is small, but ideally the final
results should be fairly insensitive to exactly where we make
this cut. Or to re-frame the point, we would like to make
sure that enough stars are far enough below the cut value
that its exact position does not matter. To that end, for the
remaining 16 clusters, we ask for what fraction of stars is
Or,1}i < éai and insist that this must be 0.2. Recall the cut
we made previously was at %, so we are insisting that at least
20% of the stars must have errors lower than half of the cut
value.

There is one final consideration, which is that we are aim-
ing to investigate changes in velocity dispersion as a func-
tion of stellar mass. We want to ensure we have a reason-
able range of stellar masses to study. The previous cuts have
tended to excise low-mass stars, so the lower boundary of
the mass scale can be fairly ragged in some clusters, so in-
stead of calculating the mass range, we calculate the range
spanned by the 5th percentile to the 100th percentile in mass,
and insist that this must be larger than 0.15 M.

A total of 7 clusters fail these cuts: 4 fail both (NGC 1851,
NGC 6388, NGC 6441, and NGC 7078), 2 fail the first but
not the second (NGC 362 and NGC 6681), and 1 fails the sec-
ond but not the first (NGC 5927).

This leaves us with a sample of 9 clusters that pass
both cuts: NGC 104, NGC 2808, NGC 5139, NGC 5904,
NGC 6266, NGC6341, NGC6397, NGC6656, and

NGC6752. The number of stars in the final catalogue for
each cluster is given in Table 1.

4. ENERGY EQUIPARTITION

Now that we have cleaned high-quality catalogues of PMs,
and stellar mass estimates for all the stars, we can investigate
how the velocity dispersion changes as a function of stellar
mass. We will start off by looking at the properties of the
catalogues as a whole. An important caveat is that these PM
catalogues cover only the central regions of these clusters, so
this does not give a global view of equipartition, only that
within the region spanned by the data.

4.1. Classic Power-Law Function Fits

We wish to study how velocity dispersion changes as a
function of stellar mass in each cluster catalogue. We know
that velocity dispersion also changes as a function of distance
from the cluster centre. In this next section, we will look at
these effects simultaneously, but at present, we want to con-
sider only the effect of stellar mass.

If the radial distribution of stars in each stellar-mass bin
was the same, then the effect of radius would be small and
we should still be able to obtain a robust equipartition esti-
mate. However, the distribution of stars with radius is likely
not the same for stars of different mass. This could be due
to physical effects in the cluster such as mass segregation
whereby slower-moving high-mass stars tend to sink towards
the centre and faster-moving low-mass stars tend to migrate
outwards. But also due to observational effects, for exam-
ple as cluster centres are dense and crowded, we tend to have
high-quality measurements only for the brightest (high mass)
stars in these regions, whereas less crowded regions will have
high-quality measurements for bright and faint (high mass
and low mass) stars (see the left panel of Figure 5).
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A competing consideration is that we need a sufficient
number of stars so that we can estimate robust dispersions
in a series of stellar-mass bins. So to mitigate the radial ef-
fects while ensuring we have enough stars, we select only
the stars within the 25th and 75th radial percentiles for this
analysis.

We have PMs, which provide us with velocity measure-
ments in 2 orthogonal directions. In Watkins et al. (2015a),
we used the bright stars to perform an anisotropy analysis on
all 22 clusters and found that many are isotropic over the full
range of the data, and others are isotropic at their centres and
become only mildly radial at the edges of the data. To sim-
plify this analysis, we neglect the effect of anisotropy here
and fit a single model to both the radial and tangential PMs
(we return to this point later in Section 6).

We begin with the classic model for energy equipartition
given in Equation 1. Here we will use a scale mass mg of
1 Mg, so we have two free parameters: o1, the velocity dis-
persion of a 1 M star, and 7, the degree of energy equiparti-
tion.

As discussed in Section 3.4, a physically-motivated prior
would restrict 7 to physically-expected values, but does not
account for the possibility of the data not being of sufficient
quality (despite the extensive cleaning) to do this kind of
analysis. As such, we use looser bounds of +5 and assume a
flat distribution over the allowed range, that is,

1 In| <5
P
(n) { 0 il > 5 )

For the scale dispersion, we insist the value must be positive
and use a flat prior for allowed values, that is,

P(oq1) = { 1 o120 (10)

0 g1 <0

The likelihood £ of the observed measurements given a
particular model (o1, 1) is given by Equation 7, where in
this case o; = o(m;|o1,n) for star . Then the posterior
probability P of a model (o1, 1) given the observed data is
given by

P = LP(n)P(o1). (11)

To find the region of parameter space where the posterior is
maximised and, thus, with the best-fitting models, we run a
Markov Chain Monte Carlo (MCMC) analysis. We use the
affine-invariant MCMC package EMCEE (Foreman-Mackey
et al. 2013) with 100 walkers for 1000 steps.

The fits for all 9 clusters converged. As an example, in
Figure 6 we show the location of the walkers along the whole
length of the chain (upper panels) and the final distribution of
the walkers (lower panels) for the fits to NGC 6752. Colours
indicate posterior probability from high (red) to low (pur-
ple). To obtain best estimates for these fitted values, we take
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Figure 6. MCMC chain results for the 1d classic power-law fit to
NGC 6752. Top panels: progression of the two free parameters o
(left) and 7 (right) for the whole run. Both panels are flat showing
that the chain has converged well. Bottom panels: distribution of
walkers at the end of the run. The histograms show the distribu-
tion of the individual o1 and 7 parameters and are approximately
Gaussian; the scatter plot shows their correlation in phase-space.

the positions of all the walkers in 20 steps extracted at 10-
step intervals from the end of the chain. This gives us 2000
points in total — we will call these the final sample for each
cluster going forwards. We adopt the median of these as
the best estimate for the fitted values, and use the 15.9 and
84.1 percentiles to estimate the lower and upper uncertain-
ties. As shown in Figure 6, these distributions are approx-
imately Gaussian so the median is approximately the same
as the mean, and the upper and lower error bars are approx-
imately equal to each other and approximately the same as
the standard deviation.

To display the resulting fits, we also calculate a binned dis-
persion profile. We stress that the fits were performed using
the individual measurements, the binned profile is for visual-
isation only. We subdivide the data into bins such that each
bin is equally populated; the number of bins is chosen such
that every bin has at least 25 stars (thus 50 PM measurements
as each star contributes two PMs) up to a maximum of 10
bins. This ensures we have enough measurements per bin
to estimate a statistically reliable dispersion and uncertainty
but also ensures we do not have so many bins that the sig-
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nal is overwhelmed by noise. In each bin, we use simple
maximum-posterior analysis to estimate the velocity disper-
sion along with the corresponding uncertainties.

The dispersion profile fits are shown in Figure 7. To dis-
play the fits, we take the final sample from the chain and for
each chain-point calculate the dispersion profile as a func-
tion of stellar mass. At each stellar mass, we then calculate
the (2.5, 15.9, 50, 84.1, 97.5) percentiles. The solid yellow
line shows the median profile. The dark shaded region spans
the 15.9 and 84.1 percentiles (approximately analogous to
the 1-sigma confidence interval) and the light shaded region
spans the 2.5 to 97.5 percentiles (approximately analogous
to the 2-sigma confidence region). The black points show the
binned profile for visualisation. The cluster name is given
in the lower-left corner and the best estimate for 7 resulting
from the fits is given in the upper-right corner of each panel.

Histograms summarising the 7 estimates for all 9 clusters
are shown in Figure 8. In the upper panel, the best estimates
for ) for each of the 9 clusters are shown in bins of width
0.05. The clusters appear to separate into two groups, one
spanning 7 ~ 0.1 — 0.15 (NGCs 5139, 6397 and 6752) and
another spanning n ~ 0.2 — 0.35 (NGCs 104, 2808, 5904,
6266, 6341 and 6656); as we will discuss later in Section 6.1,
we believe this is an artefact of small number statistics and
does not indicate two separate populations. The vertical dot-
ted line marks n = 0.5, which would correspond to full
equipartition. No clusters reach this value.

In the lower panel, we show the final chain samples for
each cluster (2000 points for each) in bins of width 0.005
to show the full spread in 7 estimates from the analysis and
capture the uncertainties. Again, we see two peaks, one at
n ~ 0.1 and one aty ~ 0.25. PM measurement uncertainties,
and thus dispersion uncertainties and 7 uncertainties will tend
to increase with the heliocentric distance of the cluster. The
3 clusters in the  ~ 0.1 peak are 3 of the closer clusters in
the sample, which explains the narrow peak. The peak at ) ~
0.25 has closer and more distant clusters, which contributes
to the broadening of the peak. Again, the vertical dotted line
marks 77 = 0.5, this value is not completely ruled out for the
sample overall, but has very low likelihood.

We provide a summary of the 7 estimates and their uncer-
tainties in Table 1. We also include the number of stars in
each final catalogue, the mass range spanned by the subsam-
ple used for this part of the study, and the median radius of
the subsample used for this study.

4.2. Bianchini Function Fits

As discussed in Section 1, Bianchini et al. (2016) offered
a new parameterisation for velocity dispersion as a function
of stellar mass (Equation 2) and its derivative 1 (Equation 3).
Here we wish to fit this alternative function to our samples
and assess how well it describes real clusters.

Recall, this function is parameterised by an equipartition
mass Meq and the dispersion at the equipartition mass oeq. In
principle, we could use these as the free parameters for our
fit. In practice, these parameters are highly correlated and
the locus of well-fitting points forms a curve in parameter
space. This is not ideal because it makes the parameter space
hard to search efficiently. Instead of o, we consider a scale
dispersion o5 = o(mg) where my is some scale mass. o will
be best determined and least like to suffer high correlations
with other parameters if mg lies within the mass range of the
sample being fitted. The mass range spanned by each cluster
is different but there is substantial overlap. The lowest upper
mass limit of the sample is ~0.78 Mand the highest lower
mass limit of the sample is ~0.62 M. We take the middle of
these values and adopt m¢ = 0.7 Mfor the whole sample.

Furthermore, we choose to fit in log;j meq and not in meq.
There are two advantages here: 1) this choice naturally pre-
vents the fit from returning negative masses, and 2) the upper
mass limit is formally infinite (though we will soon restrict
this with a prior) and sampling m.q in log space will more
efficiently sample the mass range allowed.

Now let us consider the priors on these parameters.

If all stars in a given sample are more massive than 1 for
that sample then all will be in full equipartition with n = 0.5,
and we have no way to constrain the value of m.q, only to
set an upper limit. This would be a problem for these fits,
as any value of mcq lower than the lowest mass star in the
sample would be equally likely. But we know we are not in
this regime, as we have already performed a power-law fit to
each cluster and none returned n = 0.5. So we can place a
lower limit on m.q at the lowest mass in the sample for each
cluster.

When all stars in a sample are less massive than 1.4, we
fare better as m.q still influences the degree of equipartition
in this regime. However, if mqq gets infinitely large then
n(m) — 0 for all masses, and again we are unable to deter-
mine meq as all sufficiently large values will become equally
likely. To mitigate this, we set an upper limit on meq at
10 Mg.

For completeness, if m.q happens to lie in the mass range
of the sample under study then we would expect to be able to
constrain it well and get a good fit.

So from these considerations we can set boundaries on the
allowed range of log; mcq, but we assume a flat prior within
the allowed range, that is

0 logigmeq < logig Mmin

P(logigmeq) = 4 1 1ogioMmin < logygmeq <1 (12)

0 logg Meq > 1

The prior on oy is somewhat more straightforward, and we
simply insist that the velocity dispersion must be positive, but
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Figure 7. Power-law fits to the velocity dispersion as a function of stellar mass for the 9 clusters in our sample. The solid yellow lines show the
median of the fitted profiles. The darker shaded regions span the 15.9 - 84.1 percentiles of the fitted profiles (approximately analogous to the
1-0 confidence interval). The lighter shaded regions span the 2.5 - 95.5 percentiles of the fitted profiles (approximately analogous to the 2-o
confidence interval). The best-fitting value of the equipartition parameter 7 is given in the top-right corner of each plot, and the cluster name
in the bottom left. These fits were made to the discrete stars. For visualisation purposes, we also show the binned velocity dispersion profiles

estimated from the data as black points with error bars.

otherwise assume a flat prior, that is

P(oy) = { é

Although we do not set a maximum dispersion, it is worth
noting that the highest dispersion would be for the lowest
mass stars, but we have already set a lower mass limit, so
that naturally sets an upper dispersion limit as well.

The likelihood £ of the observed measurements given a
particular model (log;y meq, 05) is once again given by Equa-
tion 7, where in this case we use o; = o(m;|log Meq, T5)
for star v. Then the posterior probability P of a model
(log1g meq, 0s) given the observed data is given by

o >0

13
os <0 (13)

P = LP(logy Meq)P(0s). (14)

Once again, we use MCMC via EMCEE to efficiently sam-
ple the parameter space. We run the chains with 100 walkers

for 1000 steps and take 2000 points (taken from 20 steps sam-
pled in 10-step intervals for the end of the chain) to define the

sample.

All fits converged. As an example, Figure 9 shows the lo-
cation of the walkers as the chain progressed (top panels) and
the distribution of points in phase space for the final sample.
For 8 of the 9 clusters, the final sample does not hit the lim-
its of the priors that we set and the plots look very similar to

this.

Figure 10 shows the corresponding final parameter dis-
tribution plots for NGC 2808. The region of highest likeli-
hood (coloured red-orange) lies within the allowed parame-
ter space, but the high-mass tail of the distribution does hit
the upper edge of the prior at 10 Mu. Any meq higher than
10 M will have the same likelihood as found at the prior
boundary. This also means that the histogram of log;, meq
would have an infinite high-mass tail had we not set the prior.
We omit this cluster from this part of the analysis.
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Table 1. Summary of Catalogue Properties and Equipartition Results

Cluster N, A, R R / Ruai n Meq Favoured Model  Raisfavoured 10819 Neore 1081 Nhalt
Mg) (arcsec) Mp)
NGC104 | 16412 048  79.6 0.42 | 0.22079927 1.3770-18 Bianchini 0.6339 2.23 0.52
NGC2808 | 6601 0.16  65.2 1.36 | 0.222715138 . . 1.80 0.89
NGC5139 | 79648 039 1103 037 | 0.10715015  2.827038 power-law 0.3330 0.48 -0.01
NGC5904 | 4136 026  57.0 0.54 | 0.261%580% 1.5375:20 Bianchini 0.9461 1.78 0.65
NGC6266 | 6000 021 599 1.09 | 0.31670702 1.307095 Bianchini 0.9471 2.16 1.08
NGC6341 | 8200 0.19  54.1 0.88 | 0.31115:98% 1.23705L power-law 0.9323 2.15 1.09
NGC6397 | 2276  0.50  53.5 031 | 0.145759%%  1.8570 2% Bianchini 0.6490 5.17 1.51
NGC6656 | 7118 032  59.6 030 | 0.2567593%  1.30703% power-law 0.7100 1.57 0.87
NGC6752 | 6655 053  64.1 0.56 | 0.1081592% 2.497-2L power-law 0.9631 3.22 1.23

NOTE—Summary of results. Columns: (1) cluster NGC number, (2) number of stars in final catalogue, (3) mass range between Sth and 100th
percentiles in mass, (4) median radius of studied sample, (5) median radius as a fraction of the half-light radius, (6) equipartition power-law
index 7 estimate, (7) equipartition mass meq estimate, (8) model with higher AIC value, (9) relative likelihood of power-law model (when
Bianchini model is preferred) or relative likelihood of Bianchini model (when power-law model is preferred), (10) logarithm of number of core
relaxation times, (11) logarithm of number of the median relaxation times.
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Figure 8. The distribution of equipartition parameter 1 estimates
from our power-law fits. Top panel: The median values estimated
for each of our 9 clusters. We see two distinct peaks. No clusters
reach full equipartition at n = 0.5. Bottom panel: The distribution
of final chain samples (2000 points for each cluster). We still see
two peaks, but with considerably more scatter. It is still exceedingly
rare for the estimates to reach n = 0.5, but not completely ruled out
for some clusters.

In Figure 11, we show the resulting fits for the 8 success-
ful clusters. Once again, we take the final sample from the
MCMC chain for each cluster and calculate the dispersion
profile for each parameter position in the sample. Then we
calculate the (2.5, 15.9, 50, 84.1, 97.5) percentiles at each
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Figure 9. MCMC chain results for the 1d Bianchini et al. (2016) fit
to NGC 6752. Top panels: progression of the two free parameters
log;, meq (left) and o5 (right) for the whole run. Both panels are
flat showing that the chain has converged well. Bottom panels: dis-
tribution of walkers at the end of the run. The histograms show the
distribution of the individual log;, meq and os parameters and are
approximately Gaussian; the scatter plot shows their correlation in
phase-space.
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Figure 10. The same as the bottom panels of Figure 9 for
NGC2808. This fit was unsuccessful as it hit the prior boundary
atlog,, Meq = 1.

point along the dispersion profile. The orange lines show
the median of the dispersion profiles. The dark shaded ar-
eas indicate the 15.9-84.1 percentile interval (approximately
analogous to the 1-0 confidence interval) and the light shaded
areas indicate the 2.5-97.5 percentile interval (approximately
analogous to the 2-o confidence interval). The black points
with error bars are the binned dispersion profile we calcu-
lated earlier — again, these binned points were generated for
visualisation purposes. The fits were performed discretely
using the individual stars. The cluster name is given in the
lower-left corner and the best estimate for m.q in the upper
right.

As the clusters are all ~11-13 Gyr, the most massive stars
in the cluster samples are typically 0.8-0.9 M. Note that
all of the equipartition mass m.q estimates are more massive
than this, indicating that the clusters are not in full equipar-
tition, but only partial equipartition. This conclusion is con-
sistent with the classic power-law fit above.

Histograms summarising the 7 estimates for all 8 clusters
are shown in Figure 12. As before, the upper panel shows
the best estimates for m.q for each of the 8 clusters, shown
in bins of width 0.4. Again, the clusters appear to sepa-
rate into two groups, one spanning meq ~ 1.2 — 2 (NGCs
104, 5904, 6266, 6341, 6397 and 6656) and another spanning
Meq ~ 2.4 — 2.9 (NGCs 5139 and 6752), but this is likely an
artefact of small number statistics and does not indicate real
groupings (see Section 6.1). In the lower panel, we show the
final chain samples for each cluster (2000 points for each) in
bins of width 0.05 to show the full spread in m., estimates
from the analysis and capture the uncertainties. Again, we
see two peaks, one at 1mqq ~ 1.4 and one at ) ~ 2.8.

We provide a summary of the meq estimates and their un-
certainties in Table 1.

4.3. Comparison of 1D Fits

The next question we wish to ask is how these two differ-
ent fitting functions compare. Were we to plot the dispersion
profile fits on top of one another they would be largely in-
distinguishable, at least visually, as both have managed to
reproduce the dispersion as a function of stellar mass well.

Instead, let us consider the degree of equipartition 7 as a
function of stellar mass for the two fits. For the power-law
fit, this is flat by definition. For the Bianchini fit, we can
use Equation 3. The resulting profiles are shown in Fig-
ure 13. The solid lines show the median 7 values and the
shaded regions show the 15.9-84.1 percentile interval (anal-
ogous to the 1-o confidence interval)*. Yellow shows the
classic power-law fit and orange shows the Bianchini func-
tion fit. Each cluster is shown on the same 7 scale of 0-0.5.

We see here again that no cluster reaches full equipartition
atn = 0.5. Pleasingly, we also see that the 7 profiles for the
two different fits are broadly consistent, even if their details
differ. They tend to agree more at the high-mass end than
the low-mass end as the uncertainties are smaller for higher
masses.

But is one model preferred over the other? To answer this
question we compute the Akaike Information Criterion (AIC,
Akaike 1974)

AIC = 2N — 21n (Lanax) (15)

for both models for each cluster, where NV is the number of
free parameters in the model and L, the maximum likeli-
hood for the model fit. The model with the lowest AIC value
is the preferred model.

Table 1 lists the preferred model for each of the 8 clus-
ters for which we could perform this analysis. Four clusters
favour the classic power-law fit, and four clusters favour the
Bianchini function fit.

We can also calculate the relative likelihood of each
model by calculating R = exp ((AICi, — AIC;) /2) where
AIC,,in is the minimum of the two model AIC values, and
AIC,; is the AIC for model 4. This will give R = 1 for the
favoured model, and R < 1 for the less-preferred model; we
provide the latter in Table 1. A smaller R value indicates a
more significant difference.

Four clusters have R > 0.9, indicating that the differences
are negligible. Three clusters have R ~ 0.65 and one has

4We do not show the 2.5-97.5 percentile intervals on these plots as they
become too cluttered.

5 In this case, this is equivalent to computing the Bayesian Information Cri-
terion (BIC, Schwarz 1978). The two tests penalise number of free param-
eters in different ways, but we have two free parameters in both models so
the penalty term is the same for both models.
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Figure 11. Bianchini et al. (2016) fits to the velocity dispersion as a function of stellar mass for 8 of the 9 clusters in our sample (the fit
for NGC 2808 was unsuccessful). The solid orange lines show the median of the fitted profiles. The darker shaded regions span the 15.9 -
84.1 percentiles of the fitted profiles (approximately analogous to the 1-o confidence interval). The lighter shaded regions span the 2.5 - 95.5
percentiles of the fitted profiles (approximately analogous to the 2-o confidence interval). The best-fitting value of the equipartition mass Mmeq
is given in the top-right corner of each plot, and the cluster name in the bottom left. These fits were made to the discrete stars. For visualisation
purposes, we also show the binned velocity dispersion profiles estimated from the data as black points with error bars.

R ~ 0.35 — these values indicate more meaningful differ-
ences but are not at a level that would allow us to rule out
either model for any cluster. More data is needed to deter-
mine which functional form provides the better fit.

5. EQUIPARTITION PROFILES

So far we have neglected the radial distance of each star
within the cluster, save to make an initial cut to select the
stars between the 25th and 75th percentiles in radius. So
the results above could have a subtle radial effect folded into
them as well. Moreover, we expect equipartition and related
effects to decrease with increasing distance from the cluster
centre (e.g. Bianchini et al. 2018).

Here, we instead bin the stars in radius and then study how
the dispersion changes as a function of stellar mass in each
radial bin. This is more challenging, as we will have fewer
stars per bin than we did our initial analysis, which is why
we didn’t do this from the start.

We compute the number of bins needed to have 2500 PM
measurements per bin (remember there are 2 PM measure-
ments per star). Where this is fewer than 3, we use 3 bins, be-
cause to have a meaningful profile we need at least 3 points.
Where it is more than 10, we use 10 bins, to avoid the signal
being overwhelmed by bin-to-bin scatter.

Now we have a choice whether to use the classic power-
law fit or the Bianchini function fit to estimate the degree of
equipartition in each bin. We saw in Section 4.3 that neither
model is favoured over the other for the whole sample, so we
elect to use the classic power-law fit as it is intuitively easier
to interpret.

So, in each bin, we proceed as for Section 4.1 above and
use MCMC to estimate the velocity dispersion of a 1 M star
o1 and the degree of equipartition 7 in each bin. We use the
same priors as before to restrict the ranges of 7 and o . There
are no further priors that govern the behaviour of adjacent



HSTPROMO GCs. VII. ENERGY EQUIPARTITION 17

(==}
—
[N
w
=~
Lo 4
[=2}

N, Meq

Meq

Figure 12. The distribution of equipartition parameter meq esti-
mates from our Bianchini et al. (2016) fits. Top panel: The median
values estimated for each of the 8 clusters. We see two distinct
peaks, as we did for the n distribution. Bottom panel: The distri-
bution of final chain samples (2000 points for each cluster). Again,
there are hints of two peaks here.

bins so, for each cluster, the fits in each bin are independent
of the fits in all other bins.

We run the MCMC chains with 100 walkers for 5000 runs.
The final sample is again composed of 2000 points taken
from the end of the chain, this time from 20 steps taken in
50-step intervals.

Figure 14 shows the results for each cluster. In the left-
hand panels (in blue), we show how o; changes as a func-
tion of radius. In the right-hand panels (in green), we show
how 7 changes as a function of radius. In both panels, the
solid lines show the median values with the coloured point
marking the bin centre and the length of the line showing the
bin width. The dark shaded regions show the 15.9 — 84.1
percentile interval (approximately analogous to the 1-o con-
fidence interval), and the light shaded regions show the 2.5 —
97.5 percentile interval (approximately analogous to the 2-o
confidence interval). In the right-hand panels, the black dot-
ted lines mark n = 0 (no equipartition) and = 0.5 (full
equipartition) when these value lies within the plot limits.
The grey solid lines and grey shaded regions show the best
fitting values of 1 with their uncertainties from the fits in Sec-
tion 4.1 for comparison.

We would generally expect the dispersion profiles to de-
crease with increasing radius, which is broadly the behaviour
we observe here, albeit with significant noise for some clus-
ters. Cluster dispersion profiles have been well studied in the
past, so this is not a particularly interesting feature of this
work. We include these only to show that they are consis-

tent with our expectations and demonstrate that the fits are
reasonable.

The interesting part of these fits are the n profiles. From
a visual inspection, there are hints of some trends in n with
radius in some panels, but within the uncertainties all are con-
sistent with being flat as a function of radius. It would be nice
to frame this in a more statistical basis.

To that end, we fit to the 7 profiles a zeroth-order and first-
order polynomial, accounting for the uncertainties. Similarly
to Section 4.3 we also calculate the AIC for the two fits. Two
clusters — NGC 5139 and NGC 6266 — prefer the first-order
polynomial, albeit at low significance. That is, the models
show a slight preference for n that changes with radius (in
both cases, in fact, 7 that increases with radius), but a flat
profile cannot be ruled out. For the remaining 7 clusters, we
find that the zeroth-order polynomial fit is preferred, albeit
again at low significance. That is, that the model prefers the
fit whereby n does not change with radius, although a chang-
ing profile cannot be ruled out.

Perhaps the strongest conclusion we can draw here is that
such an analysis is pushing the limits of the data that we have
at present, but does offer hope for the future as datasets im-
prove.

An important caveat to note is that these are all central
fields. The exact extent of the coverage depends on the clus-
ter’s intrinsic size and heliocentric distance, and the location
of the observed fields, but no fields cover the full extent of
any cluster. So whatever conclusions we draw here only ap-
ply to these central regions; the 7 profiles could behave dif-
ferently in regions beyond these fields.

6. DISCUSSION
6.1. Correlations with Cluster Properties

Now that we have estimated 1 and m.q for each of the
clusters, we can search for correlations between 7 or meq and
other cluster properties. Though let us first consider whether
these quantities are correlated themselves. Given that they
are probing the same fundamental process (and based on the
consistency shown in Figure 13), we would certainly expect
them to show some degree of correlation.

In Figure 15, we show as black points the estimates of
71 and meq with the respective uncertainties for the 8 clus-
ters for which we could estimate both quantities. The
coloured lines show Equation 3 for different values of m
from 0.3 Mto 1 Mgas indicated by the legend. The line on
which a cluster sits will be determined by both the mass range
of the cluster sample, the frequency of masses within that
range, and the relative PM uncertainties at different masses.
With all this in mind, and given that the brightest stars tend to
have the smallest uncertainties (and so pass the quality cuts
with higher efficiency, despite being less numerous overall),
we’d expect the clusters to sit at ~ 0.7 M with some scatter,
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Figure 13. Comparison of equipartition 7 as a function of stellar mass for the 8 clusters for which both fits could be performed. The yellow lines
and shaded regions show the median 7 from the power-law fits and the 15.9-84.1 percentile intervals. These lines are constant by definition.
The orange lines and shaded regions shows the median 7 from the Bianchini et al. (2016) fits and the 15.9-84.1 percentile intervals. These are
straight lines with slope ﬁ for meq the Bianchini et al. (2016) equipartition parameter.

and indeed we see that they lie between ~-0.5-0.9 M. Sys-
tems characterised by lower meq are closer to full equipar-
tition and so have a higher 1, and we see that our clusters
follow this trend, as expected. Since these were two different
fits to the same data, that the results agree with expectations
lends confidence to the success of both fits.

But how do these values correlate with other cluster prop-
erties? We will consider correlations in both 1 and m.q as
they are slightly different and one may prove more illuminat-
ing than the other.

In what follows, cluster ages are taken from VandenBerg
et al. (2013), with missing ages calculated as described in
Section 2. All other cluster properties used are taken from
Harris (1996, 2010 edition). Where properties are provided
or estimated in angular units, we convert them into physical
units using the heliocentric distance from the same source.

Two-body relaxation, and the development of energy
equipartition, depends on the number of interactions stars in-
side a cluster have experienced (see Section 1). So an obvi-
ous correlation to look for is between 7 or m.q and the num-

ber of relaxation times the cluster has experienced, where
N = A/T for Age A and relaxation time 7. Relaxation
time is not constant throughout a cluster; it decreases with
increasing density, so tends to be shortest at the centre and
to decrease with increasing radius. So we will consider both
Neore the number of core relaxation times and Vy,, ¢ the num-
ber of median relaxation times.

We may expect to find correlations with relaxation time di-
rectly as well, but with some scatter due to the different clus-
ter ages (or similarly with age but with some scatter due to the
different relaxation times). Similarly, we may expect to see
correlations with the local velocity dispersion (a key ingredi-
ent in calculating the relaxation time), the core or half-light
radii (which is related to the local density, which in turn cor-
relates with relaxation time), the concentration (defined by
the ratio of the core radius to the tidal radius), and even the
ellipticity (a cluster will become rounder as it relaxes or as
it experiences more relaxation times), but again with some
scatter due to cluster-to-cluster differences in other proper-
ties. But, fundamentally, these correlations are all driven by
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Figure 14. Equipartition radial profiles. Left panels: Velocity dispersion of a 1 Mgstar o1 as a function of distance from the cluster centre
(shown in blue). Right panels: Equipartition parameter 7 as a function of distance from the cluster centre (shown in green). In both panels,
the solid line shows the median of the fit in each radial bin, the darker shaded region spans the 15.9-84.1 percentile interval (approximately
analogous to the 1-o confidence region), and the lighter shaded region spans the 2.5-95.5 percentile interval (approximately analogous to the
2-o confidence region). The dots mark the bin centres. Horizontal dotted lines mark 1 = O (no equipartition) and 7 = 0.5 (full equipartition).
Where they fall within the fields of view, vertical dotted lines mark the half-light radii Ry.i¢. In general, the velocity dispersion profiles are
highest at the centre and fall off with radius, as expected. The equipartition profiles are broadly flat with radius.
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Figure 15. Estimates of equipartition 7 versus estimates of equipar-
tition mass m.q for the two global fits. Black points with error bars
show the estimates. The lines show how 7 and meq are related for
different stellar masses from Equation 3, coloured by mass accord-
ing to the legend. Proximity to a given line roughly indicates the
median mass of the sample.

Neore and Npai¢, so we elect to only show these two proper-
ties here.

Figure 16 shows how 7 (top row) and meq (bottom row)
correlate with a number of different properties that we will
discuss in turn. Clusters believed to be core collapsed
(NGC 6397 and NGC 6752) are shown in green in all pan-
els, but otherwise the panels showing 7 have points coloured
yellow and the panels showing m.q have points coloured or-
ange for consistency with previous plots.

The bottom-left panel shows the correlation between the
equipartition mass 1me, and the number of core relaxation
times Nore. In their study of simulated clusters, Bianchini
et al. (2016) observed a very tight correlation between these
two parameters and fitted a function to it, which we show
here as the solid grey line. One key point is that they used
only simulations that were not core collapsed, the equivalent
to the orange points in this figure. Overall the orange points
agree with the line very well and are thus consistent with the
theoretical predictions, although given the uncertainties we
cannot claim with statistical significance that this function
fits the data or rule out the possibility of other trends.

But what about the core-collapsed clusters? Bianchini
et al. (2018) used simulations of clusters that included core
collapse to study how meq evolves both pre- and post-core
collapse in a cluster. They observed that m., decreases
steadily over time (or number of relaxation times, much as
we see in the bottom-left panel of Figure 16) until core col-
lapse, when me, experiences a sharp increase. This be-
haviour is certainly consistent with what we see here, al-
beit with only two clusters, with both of our core-collapsed
(green) points sitting above the trend line.

We know that 7 is correlated with m.q from Equation 3
and Figure 15. So we can invert the trend line from Bian-
chini et al. (2016) at constant mass to also predict how 7
might change with N.... These predictions are shown by
the grey shaded region in the top-left panel of Figure 16. The
upper limit of the region is the line for m = 0.9 Mgand the
lower limit is for m = 0.5 M (with this choice of mass range
motivated by Figure 15). The region covers all masses in be-
tween. Again, we see that the non-core-collapsed clusters (in
yellow) are in broad agreement with these predictions, while
the core-collapsed clusters (in green) are a little offset. Just as
we can only convert from 1. to 1 at constant mass (and so
show a region instead of a single trend line here), the scatter
of points in 7 is larger than in mg.

The second column of Figure 16 shows 1 and meq as a
function of the median relaxation time Ny.¢. There is no
theoretical trend line we can plot here®, but visually we can
see that these panels have a broadly similar shape to the N¢gre
panels in the first column, which is not too surprising, includ-
ing that the core-collapsed clusters are a little offset.

It is also apparent from the top-right figure why we saw
two groups in the 7 histograms in Figure 8 and mgq his-
tograms in Figure 12. There are 6 clusters with very simi-
lar N¢ore values that have very similar 1) or meq values. The
other 3 clusters have lower 7) values (higher mg, values) ei-
ther because they have experienced many fewer relaxation
times and exist on a very different part on the fitted function,
or because they are core collapsed and have experienced a
sharp decrease in 7 (increase in m.q at that time. This cre-
ates two apparent groups due to the small number statistics
but it is really a continuous underlying evolution.

Finally, the third column of Figure 16 shows 7 and mq as a
function of cluster metallicity [Fe/H]. In contrast to the other
panels, here we see no correlation between either equiparti-
tion parameter and the metallicity.

6.2. Core Collapse

In the previous section, we stated that NGC 6397 and
NGC 6752 are believed to be core collapsed; these judge-
ments are based on their photometric properties. Bianchini
et al. (2018) introduced a new statistic that identifies core-
collapsed clusters based on their kinematic properties

Meq (7 < T50)

16
Meq (T50) (16)

Cr —

where 759 denotes the 50% Lagrangian radius (that is the
radius containing 50% of the mass). The numerator is a
‘global’ equipartition for all stars inside 759 and the denom-

6 We attempted to fit a power law function, similar to that from Bianchini
et al. (2016), but unfortunately had too few points to successfully do so.
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Figure 16. Correlations between equipartition parameter 7 (top row) and equipartition mass meq (bottom row) with number of core relaxation
times Ncore (left column), number of median relaxation times Nya1¢ (middle column), and metallicity [Fe/H] (right column). The yellow (1)
and orange (1Mm.eq) points show the results for clusters not believed to be core collapsed. Green points highlight the two clusters believed to be
core-collapsed (NGC 6397 and NGC 6752). The strongest correlations are observed with Ncore, Weaker correlations are also seen with Npais.
No correlation is observed with [Fe/H]. In the bottom-left panel, the solid line shows the trend line observed in simulated clusters by Bianchini
et al. (2016) in non-core collapsed (orange) clusters. Our clusters agree with this trend line. The shaded region in the top-left panel shows this
trend line for a range of different stellar masses. This panel is also provides some insight into how equipartition changes with time and the
behaviour is consistent with that observed in simulated clusters by Trenti & van der Marel (2013).

inator is a ‘local’ equipartition at r59. ¢ > 1 denotes core
collapse. So how do our clusters fare under this prescription?

This is not straightforward to implement for a number of
reasons. The first is that 759 is defined by mass and in 3
dimensions. We only have projected radii on the plane of
the sky, and do not have a full mass model with which to
determine Lagrangian radii, only light profiles.

Libralato et al. (2018) estimated c; in their study of
NGC362, using the projected radii and half-light radius
Ryai¢ in place of 759, so we could consider the same. This
brings us to the second problem we face with our sample:
some clusters do not have data all the way out to Ry.is.
Bianchini et al. (2018) showed that their statistic also worked
when considering r4q or 7g¢ in place of 59 — explaining why
Libralato et al. (2018) were able to safely use Ry, in place
of r50 even though mass does not follow light in GCs. This
suggests there is some flexibility in the radius at which the
statistic is evaluated and that data out to a significant frac-
tion of Ry ,¢ may be sufficient. This mitigates the issue for
some of our clusters, but some so far have data only inside
their Ry .i¢ it’s not clear that the statistic could be measured
reliability.

There is a third problem. Calculating m. ideally requires
that the mass range be constant over the range of radii cov-

ered. We know that dispersion changes as a function of both
mass and radius so, for example, having only high-mass stars
at small radii and low-mass stars at large radii would tend to
wash out any equipartition signal. When calculating a local
Meq the radial range is small, so the mass range is constant
and this is not an issue. But, when calculating a global m.q
this can be a serious problem. Indeed we tend to find that
the mass range in the intermediate regions covered by our
catalogues is that of the whole dataset, but that in the inner
and outer regions of the catalogues there is significant incom-
pleteness as a function of mass, sometimes at the high-mass
end, sometimes at the low-mass end, and sometimes at both.
Depending on the details of the incompleteness this can ei-
ther inflate or wash out any signal of equipartition, and cer-
tainly lead to incorrect values of m.q in the ¢ equation.

This problem is the most critical, as it is very hard to ac-
count for. The completeness as a function of mass is a com-
plicated function of the magnitude of the stars, the density
of the clusters, and the details of the observations that were
used to measure the proper motions.

Although we tried to estimate c;, for our clusters, in the end
these 3 problems meant that we were unsuccessful. This re-
mains an intriguing statistic, and being able to estimate core
collapse from kinematics would be both valuable and a more
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faithful representation of the underlying physics, but is be-
yond the limits of the data at this time.

6.3. Multiple Populations

Recent theoretical studies suggest that first- and second-
generation (1G and 2G) stars are at different stages of en-
ergy equipartition (e.g. Vesperini et al. 2021). In dynami-
cally young clusters (those with long relaxation times), these
differences could still be preserved. This is also borne out
by observations; Bellini et al. (2018) found that the 1G and
2G stars in NGC 5139 have different degrees of equiparti-
tion (with neither being even close to full equipartition). If
the 1G and 2G stars have different spatial concentrations as
well as different kinematics, then this could result in differ-
ent (global) average 7 values for the inner and outer parts of
a cluster. It is also worth noting that Libralato et al. (2019)
found no energy equipartition differences between 1G and
2G stars in NGC 6352, but attribute this to its advanced evo-
lutionary state having washed out any differences.

While interesting to explore, separating the samples into
multiple populations adds an additional layer of complexity
that goes beyond the scope of this paper. Here our driver was
to understand the global equipartition properties, and we’ve
already shown that this analysis pushes the limits of what is
possible with the present catalogues.

6.4. Previous Studies

We have already touched on how our results compare with
some previous studies, but we will do so in more detail here.
Our estimates and other observational studies have calculated
projected values. The simulations we reference here also
made predictions in projection so may be directly compared
to our observations.

Let us begin with the theoretical predictions of Trenti &
van der Marel (2013), which were that 1) clusters do not
reach full equipartition, 2) the maximum 7 reached is ~ 0.2,
and 3) the central regions of the cluster show a strong initial
increase in 7 but then turn over and decrease to n ~ 0.1.

Our results support the first prediction: none of the clusters
studied here has reached full equipartition. Three clusters
support the second prediction, with estimates for n < 0.2,
while the other 6 clusters have values higher than predicted in
the range 0.2 < 7 < 0.35. The third prediction is harder for
us to study directly as we have a single snapshot of multiple
clusters and not time evolution of a single cluster. However,
let us consider the upper-left plot of Figure 16, which shows
7 as a function of the number of relaxation times Nq.o €Xpe-
rienced by the cluster. Assuming that all clusters follow simi-
lar trends, as Trenti & van der Marel (2013) showed, then we
can use this plot as a proxy for the time evolution of . And
indeed, we see that 7 starts with a sharp rise, hits a maximum
and then decreases again to 7 ~ 0.1, in good agreement with
the predictions.

We can also compare results for some individual clusters.
As discussed in Section 1, Anderson & van der Marel (2010)
estimated 77 ~ 0.2 in NGC 5139 (w Centauri) using HST PMs
measured over a four-year baseline. Trenti & van der Marel
(2013) quoted a revised estimate of n ~ 0.16 using an earlier
version of the catalogue that we used in this study. Here, we
found n = 0.1071‘8:83, in reasonable agreement, although a
little lower, than previous results.

Heyl et al. (2017) studied mass segregation and energy
equipartition in NGC 104 using HST PMs. In their outer
field, meq =~ 2 M. In their inner field, they find meq ~
1 Mg . In a region intermediate to the ones they spanned, we
find meq = 1.377915 Mg, also intermediate to their values,
which is broadly consistent with their results.

Unfortunately we are unable to make a direct comparison
to the NGC 362 study of Libralato et al. (2018). Although
NGC362 was one of the clusters in our initial sample of
22 clusters, it was rejected at the local dispersion cleaning
stage. However, we can consider how that study fits in with
our broader results. Libralato et al. (2018) found a global
n = 0.114 4+ 0.012, within the range we estimated for the 9
clusters in our study. This value would put NGC 362 in the
lower 1 ~ 0.1 peak that we observed in Figure 8.

They also determined an 7 profile with radius for NGC 362
that decreases from 77 ~ 0.4 near the cluster centre ton ~ 0.1
towards the edge of the field. We were unable to draw any
strong conclusions from our 7 profiles, although they tenta-
tively suggested that the clusters either have a flat 7 profile or
even an 7) that slightly increases with radius (over the range
of the data). The quality of the NGC 362 PMs is clearly su-
perior to those in this study, so this tentative inconsistency
likely speaks to our earlier conclusion that calculating 7 pro-
files is at the very limit of what we can do with the present
catalogues.

While this paper was being finalised, Pavlik & Vesperini
(2021) published a study of the interplay between velocity
anisotropy and energy equipartition, again in N-body simu-
lations of globular clusters. Before core-collapse, they found
that the degree of equipartition exhibited by the radial and
tangential velocities differs in the intermediate and outer re-
gions of their clusters, with the effect becoming more signif-
icant at large radii. In fact, they showed that equipartition
can even be inverted in the outer parts of the clusters. They
also showed that the evolution towards energy equipartition
depends on the degree of initial anisotropy.

Studying equipartition separately in radial and tangential
PMs and considering 7 and anisotropy together is beyond the
scope of this paper. Although certainly interesting to con-
sider in future work, arguably these catalogues are not best
suited to directly address the conclusions in Pavlik & Ves-
perini (2021). Firstly, we noted in Paper 2 that the clusters
are isotropic or show only mild radial anisotropy over the
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range spanned by the data. And secondly, the effects Pavlik
& Vesperini (2021) observed were most noticeable or only
present in the intermediate and outer regions of their sim-
ulated clusters, whereas our catalogues are restricted to the
central regions.

6.5. Future Prospects with HST and Gaia

In the previous section, we noted that we are unable to
make a direct comparison to the NGC 362 study of Libralato
et al. (2018). The latter study was actually based on an im-
proved version of the catalogue that we used here. We elected
to use the Bellini et al. (2014) version of the catalogue both
because we wanted to perform a uniform analysis on a uni-
form set of catalogues, and because the Libralato et al. (2018)
version of the catalogue had already been studied for equipar-
tition in that paper.

The good news is that NGC 362 was the first in a series
of improved catalogues that will be forthcoming. The im-
proved catalogues have additional steps in the PM determi-
nation that make them more accurate and decrease their un-
certainties (see Libralato et al. 2018, for details). In the inter-
vening years, more data has become available for many clus-
ters in the original Bellini et al. (2014) sample; more epochs
and longer baselines will further improve the accuracy of the
catalogues for these clusters. Finally, there are clusters for
which no PM determination was possible when the original
catalogues were compiled, but which can now be included.

The difference between the (failed) NGC 362 study in this
work and the (successful) study in Libralato et al. (2018)
highlights the potential for the improved catalogues to both
build on the present study and provide new insights into
equipartition in GCs.

One limitation of these catalogues is their spatial coverage.
We can measure PMs only in the closest clusters for which
the photometric accuracy is high, and the angular motions are
measurable over the typical 3-10 year baselines that exist for
much HST data. These clusters extend far beyond the typical
HST field of view. So HST imaging (of any depth or quality)
typically only exists for GC centres, or at most in the centre
and for a single off-centre field in any given GC.

To study equipartition in GCs beyond these central fields,
we will need to turn to Gaia. This will be challenging. With
a limiting magnitude of G ~ 21 mag, Gaia PMs exist only
for stars above the MSTO in most clusters, severely restrict-
ing the range of stellar mass spanned. Blue stragglers will
offer the best chance to study equipartition in such cases. For
very close clusters, Gaia does go deep enough to cover the
upper end of the main sequence and provide a feasible range
of stellar masses. At present, the Gaia PM accuracy is such
that kinematic studies are possible but challenging even for
the brighter stars. Stars fainter than G ~ 19.5 mag typi-
cally have PM uncertainties too large to be usable. How-

ever, with more epochs, longer baselines, and proper treat-
ment of crowded fields (Pancino et al. 2017, a particular con-
cern in dense GCs), PM accuracy will continue to improve.
As Pancino et al. (2017) beautifully demonstrated, only later
Gaia data releases that include a sufficient number of well-
measured stars at or below the MSTO are expected to be
transformative for GC research.

Together, HST and Gaia are highly complementary. At
present, HST offers a unique opportunity to study kinematics
along the main sequence. In the future, HST will continue to
provide the best PM data to study the central regions (even
with treatment of crowded regions applied to the Gaia data)
and will provide PMs for stars below Gaia’s magnitude limit,
but Gaia will be able to study the outer regions that HST does
not cover.

The legacy of PM studies with HST will likely be contin-
ued with the James Webb Space Telescope (JWST) and the
Nancy Grace Roman Space Telescope (Roman). JWST will
go deeper than HST, enabling us to push equipartition stud-
ies to more distant clusters and to increase the mass range
spanned in some of the existing clusters, but with a field of
view comparable to HST, it will not expand our knowledge
of the outer parts of clusters. By contrast, Roman will be able
to cover most GCs out to their tidal radii and beyond in a sin-
gle pointing, so will greatly expand our studies of their outer
regions (Bellini et al. 2019). But it will take time for both
observatories to build up significant baselines.

Even with future improvements in PM quality and cover-
age, PMs cover only 2 dimensions of motion. Ideally, we
would study kinematics in all 3 dimensions to fully char-
acterise a GC. At present, the best GC LOSVs come from
the Very Large Telescope / Multi Unit Spectroscopic Ex-
plorer (VLT/MUSE, see Kamann et al. 2018), but equipar-
tition studies remain out of reach even with these data
sets. However, forthcoming instruments, such as the Ex-
tremely Large Telescope’s High Angular Resolution Mono-
lithic Optical and Near-infrared Integral field spectrograph’
(ELT/HARMONI, Thatte et al. 2021), offer hope for the fu-
ture.

7. CONCLUSIONS

We have studied the stellar kinematics as a function of stel-
lar mass in 9 Galactic GCs using proper motions measured
with HST, and in so doing, studied their degree of energy
equipartition.

We began with 22 catalogues. For these, we assigned stel-
lar masses to each star via isochrone fitting and then per-
formed a series of cuts designed to remove poor quality stars.
6 catalogues failed the quality selection cuts and were re-
moved at this stage. We then performed further cuts designed

7 https://elt.eso.org/instrument/HARMONI/
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to remove “noisy” stars and improve the effective signal-to-
noise of the sample. A further 7 clusters were removed at this
stage.

This left us with 9 cleaned, high-quality catalogues to
study. To these, we fit two functions to the velocity disper-
sion as a function of stellar mass: the first a simple power
law in which degree of equipartition was parameterised by
power-law index 7, and the second from Bianchini et al.
(2016) in which the degree of equipartition was parame-
terised by equipartition mass m.q. We obtained good fits for
all 9 clusters using the power-law function, and for 8 of the 9
clusters using the Bianchini et al. (2016) function.

Using the 8 clusters for which both fits were successful, we
performed statistical tests to determine which was the better-
fitting function and found that 4 preferred the power-law and
four preferred the Bianchini et al. (2016) fit, all at very low
significance. With the present data it is not possible to deter-
mine which function is best.

The power-law fits produced  ~ 0.1 — 0.35. This is
consistent with previous theoretical work by Trenti & van
der Marel (2013) who predicted that clusters never reach full
equipartition. Although our maximum 7 observed is higher
than their maximum prediction of n ~ 0.25.

We looked for correlations between 7 or meq and various
cluster parameters. The strongest correlations were between
7 OF Meq and Neore OF Npair, the number of core or median
relaxation times. Bianchini et al. (2016) found a very strong
theoretical correlation between meq and Neore in their the-
oretical work to which they fitted a line. Our data were in
very good agreement with their trend line. The correlations
between 1 and N, are also consistent with the predictions
of Trenti & van der Marel (2013). We noted correlations with
other cluster structural and kinematic properties, but all drive
or are driven by the number of relaxation times. We found no
correlation with metallicity.

We also investigated how 7 changes as a function of dis-
tance from the cluster centre; most clusters were consistent

with being flat, and two shows mild hints of increasing with
radius, but the results were of low statistical significance, in-
dicating that this analysis is at the limits of what is possible
with the present data.
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Table 2. Binned velocity dispersion profiles as a function of stellar

mass.
Cluster Bin N, m o
Mp) (mas/yr)
NGC 104 1642  0.4021 £ 0.0635 0.6256 £ 0.0166

1

2 1640 0.5118 £0.0172 0.6092 £+ 0.0107
3 1640 0.5597 £0.0115 0.5931 £0.0111
4 1642 0.6013 £0.0123 0.5669 £ 0.0102

NOTE—Columns: (1) Cluster, (2) bin number, (3) number of stars
in bin, (4) average mass of stars in bin, (5) velocity dispersion in
bin.

APPENDIX

A. DATA TABLES

Here we provide the binned velocity dispersion profiles as a function of stellar mass, plotted as the black points with errorbars
in Figure 7 and Figure 11. A portion is provided here to show form and content, the full version will be available through the
journal, or can be obtained by request before publication.
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