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ABSTRACT
New data from theGaia satellite, when combined with accurate photometry from the Pan-STARRS survey, allow us to accurately
estimate the properties of the GD-1 stream. Here, we analyze the stellar density variations in the GD-1 stream and show that they
cannot be due to known baryonic structures like giant molecular clouds, globular clusters, or the Milky Way’s bar or spiral arms.
A joint analysis of the GD-1 and Pal 5 streams instead requires a population of dark substructures with masses ≈ 107 to 109 M�.
We infer a total abundance of dark subhalos normalised to standard cold dark matter 𝑛sub/𝑛sub,CDM = 0.4+0.3−0.2 (68%), which
corresponds to a mass fraction contained in the subhalos 𝑓sub = 0.14+0.11−0.07%, compatible with the predictions of hydrodynamical
simulation of cold dark matter with baryons.
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1 INTRODUCTION

A central prediction of the standard cold dark matter (CDM)
paradigm is that a very large number of dark matter substructures
exist inside galactic halos, with masses smaller, possibly by many
orders of magnitude, than that of dwarf galaxies (Diemand et al.
2008; Springel et al. 2008). Detecting these subhalos would confirm
a key prediction of standard cosmology and provide crucial hints on
the nature of dark matter (Bertone (ed.) 2010; Jungman et al. 1996;
Bergström 2000; Bertone et al. 2005). It would in particular rule out
alternative models that lead to a suppression of primordial density
fluctuations on small scales, such as the so-called warm dark matter
models (WDM) (Peebles 1982) or models where dark matter cannot
cluster on small scales, as in the case of ultralight scalars (Hui et al.
2017). Subhalos in this regime are hard to study observationally,
because they are dark matter dominated and have very few, if any,
stars. Interesting constraints however arise from Ly𝛼 forest observa-
tions (Narayanan et al. 2000; Viel et al. 2005; Boyarsky et al. 2009;
Viel et al. 2013; Baur et al. 2016; Garzilli et al. 2017; Iršič et al.
2017), the study of perturbations in strong gravitational lensing sys-
tems (Dalal & Kochanek 2002; Vegetti & Koopmans 2009; Li et al.
2016; Peñarrubia 2018; Asadi et al. 2017; Mao et al. 2018; Daylan
et al. 2018; Minor et al. 2017; Despali & Vegetti 2017), and satellite
counts around the Milky Way (Macciò & Fontanot 2010; Polisensky
& Ricotti 2011; Lovell et al. 2014; Jethwa et al. 2018; Kim et al.
2018; Nadler et al. 2019).

★ E-mail: banik@tamu.edu

Stringent complementary constraints can be obtained from the
analysis of the perturbations induced by sub-dwarf dark matter
clumps on stellar streams. Stellar stream originate from the tidal dis-
ruption of globular clusters or dwarf galaxies merging into the Milky
Way, and exhibit an elongated, almost one-dimensional structurewith
rather uniform stellar density (Johnston et al. 1999; Sanders&Binney
2013b; Bovy 2014). When a dark subhalo gravitationally perturbs a
stream, the long-term effect is that it pushes stars in the stream away
from the point of closest approach and thus creates a characteristic
gap in the density distribution of stream stars (Yoon et al. 2011; Carl-
berg 2012, 2013; Erkal & Belokurov 2015a,b; Sanders et al. 2016).
Because streams are perturbed by the entire population of dark sub-
halos, the signatures of different impacts overlap and generically lead
to a complicated pattern of density fluctuations (Bovy et al. 2017). By
analyzing the power spectrum of density fluctuations in a stream, one
can go beyond the study of individual gaps: dark subhalos of a given
mass give rise to density fluctuations on and above a certain scale,
with lower-mass, smaller subhalos affecting smaller scales along the
stream; the power spectrum therefore encodes the mass function of
dark subhalos (Bovy et al. 2017).
Here, we focus on the GD-1 stream (Grillmair & Dionatos 2006),

and make use of data from Gaia DR2 (Gaia Collaboration et al.
2016b,a; Lindegren & et al. 2018), combined with accurate pho-
tometry from the Pan-STARRS survey data release 1 (Chambers &
et al. 2016), to obtain a sample of stars with both accurate proper
motions as well as accurate photometry (de Boer et al. 2020). A
similar combination of data was recently used to characterize the
stellar distribution in GD-1 (Price-Whelan & Bonaca 2018; Webb &
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Bovy 2018), to highlight the existence of stream members that are
off the main stream track, and to argue that the observed morphology
of off-track stars are probably due to perturbation from dark matter
substructures in the Milky Way and can be used to constrain them
(Bonaca et al. 2019).
We perform a full density power spectrum analysis of the nor-

malised density profile as a function of angle along the GD-1 stream
obtained in de Boer et al. (2020) following the procedure of Bovy
et al. (2017). We study the effects due to the baryonic substructures;
namely, the bar, spiral arms, giant molecular clouds (GMCs), and
the Milky Way’s globular clusters (GCs) on the GD-1 stream. We
demonstrate that the observed density variations cannot be due to the
baryonic structures alone, which strongly hints at the existence of a
population of dark substructures. By modeling the combined effect
of baryonic and dark substructures, we show that the abundance of
dark subhalos required to account for the observed level of density
fluctuations is 0.7+0.9−0.5 times a fiducial CDM abundance at 68% and
< 2.7 times the fiducial CDM abundance at 95%, which matches the
predictions of the CDM paradigm. We then apply the same analysis
to data on the Pal 5 stream whose stellar density data is obtained
from Ibata et al. (2016). The Pal 5 stream, due to its passage through
the Galactic disk close to the Galactic center is severely perturbed by
the bar (Erkal et al. 2017; Pearson et al. 2017; Banik & Bovy 2019),
the GMCs (Amorisco et al. 2016; Banik & Bovy 2019) and the spi-
ral arms (Banik & Bovy 2019). As such, it is difficult to detect the
influence of dark subhalos on Pal 5, but we demonstrate that Pal 5’s
observations limit the abundance of dark substructures to be < 0.9
times the fiducial CDM abundance at 95% confidence. Finally, we
combine the constraints of both streams to obtain a joint posterior on
the abundance of dark substructures within a Galactocentric radius
of 20 kpc, which yields 0.4+0.3−0.2 times a fiducial CDM abundance at
68% and < 0.9 times the fiducial CDM abundance at 95%.
The paper is organised as follows: in Sec. 2, we introduce the GD-1

stream, describing the stream data in Sec. 2.1 and our modelling of
theGD-1 stream in Sec. 2.2; in Sec. 2.3, we discuss howwemodel the
baryonic and dark matter perturbations to the GD-1 stream; in Sec.
3, we first briefly introduce the Pal 5 stream and how we obtain its
data, and then present the results on the amount of dark substructures
based on the analysis of the GD-1 and Pal 5 streams; in Sec. 4 we
present the constraints on the mass of a thermal dark matter relic;
finally, in Sec. 5 we discuss our results and present our conclusions.
The implications of our results for WDM models in particular are
elaborated on further in a companion paper (Banik et al. 2020).

2 THE GD-1 STREAM

First detected in the Sloan Digital Sky Survey (SDSS) Data release
4 photometry, the GD-1 stream was found to span 63◦ in the sky
(Grillmair & Dionatos 2006). Later in SDSS DR7 the stream was
found to span nearly 70◦ in the sky (Willett et al. 2009; Koposov et al.
2010). Although no progenitor of this stream has been detected as
yet, its mean transverse width, metallicity, and stellar mass indicate
that it originated from a globular cluster. Subsequent follow-up with
the Canada-France-Hawaii-Telescope (CFHT) revealed several deep
gaps and wiggles in the stream (de Boer et al. 2018). A recent follow
up study using astrometric data from Gaia DR 2 and photometric
data from Pan-STARRS has revealed 20◦ more of the stream (Price-
Whelan & Bonaca 2018; Webb & Bovy 2018) making the GD-1
stream to span nearly 90◦ in the sky. In addition, high-contrast gaps
in the stellar distribution along the stream were also found. Thanks
to its retrograde orbit as well as its distant passage from the Galactic

center with a perigalacticon of∼ 14 kpc, the GD-1 stream is expected
to be only mildly affected by the baryonic substructures in the disk,
making it the ideal stellar stream for probing dark substructures
(Amorisco et al. 2016).

2.1 GD-1 stream data

To study GD-1, we make use of the stream properties as presented
by de Boer et al. (2020). In that work, data from Gaia DR2 (Gaia
Collaboration et al. 2016b,a; Lindegren & et al. 2018) was combined
with accurate photometry from the Pan-STARRS survey, data release
1 (Chambers & et al. 2016) to obtain a sample of stars with both
accurate proper motions as well as accurate photometry.
A matched filter technique (see, e.g., Rockosi et al. (2002)) was

employed in concordance with newly determined distances to the
different parts of the stream to obtain the spatial distribution of GD-
1 in the stream-aligned sky coordinate scheme of Koposov et al.
(2010), with coordinate 𝜙1 roughly along the path of stream and
coordinate 𝜙2 perpendicular to the stream. This resulted in a detailed
normalized density profile as a function of angle along the stream,
as well as constraints on the nominal stream track. The linear density
profile (see Figure 1) shows that within Gaia DR2 data, the stream is
mostly contained to within −60◦ < 𝜙1 < −4◦, as a result of the Gaia
limitingmagnitude.While there are clearly stream stars found beyond
those limits, the density is sufficiently low (and the contamination
from field stars sufficiently high) that we limit our study of GD-1 to
this stream section. Furthermore, the main features of interest (gaps
and density variations) are only seen within these proposed limits,
making it the obvious region of interest. We note that the linear
density profile does not include the spur and blob features presented
in Price-Whelan & Bonaca (2018), which will otherwise convolve
the main stream track density with the density of off-stream stars
originating from a different stream angle location. The error bars on
the density are computed separately for each angle bin based on the
uncertainty on density and width of the convolved stream data (using
a kernel of 1×1 bin).
Recently, it was pointed out in Ibata et al. (2020) that the incom-

pleteness in Gaia’s scanning pattern in DR2 can result in periodic
small scale (𝜙1 ∼ 0◦.2) density gaps along GD-1 in the region
−60◦ < 𝜙1 < −40◦ that are not intrinsic to the stream and may
contribute to the overall density power of the GD-1 stream. While
these small scale incompleteness due to Gaia’s scanning pattern has
been known for sometime (Arenou et al. 2018), see also (de Boer
et al. 2020) for a detailed discussion on this, it is important to note
that they will result in density power at very small scales that we not
consider in the power-spectrum analysis below (because DM sub-
structure gives observable density variations at larger scales). We
will see that on these very small scales, the power in the density
variations in the data is dominated by noise and we therefore exclude
them from our analysis (see figures 3 and 4 below).

2.2 Modelling the mock GD-1 stream

We model the GD-1 stream using the frequency-angle (Ω, 𝜃) frame-
work following Bovy (2014) in the static Milky Way potential
MWPotential2014 (Bovy 2015) 1. This method relies on the phase

1 The generation of mock streams and their evolution are done using the
Python package for galactic dynamics galpy (Bovy 2015), available at
https://github.com/jobovy/galpy, and related tools that come with
it.
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Figure 1. GD-1 density data. The top panel shows the linear density of
the GD-1 stream as a function of the stream-aligned sky coordinate 𝜙1, as
determined by fitting a Gaussian plus 1st order polynomial background to the
GaiaDR2 data.We base our fiducial model onWebb&Bovy (2018) in which
the progenitor disrupted ∼ 500Myr ago and resulted in the gap at 𝜙1 = −40◦.
We exclude the underdense region of the stream within 6◦ of 𝜙1 = −40◦ that
is in the immediate vicinity of the disrupted progenitor and was likely caused
by the total disruption of the progenitor. For our analysis, we consider the
stream between −60◦ < 𝜙1 < −4◦. Colored in blue and red are the leading
and trailing arms that we consider in our analysis. The black dashed curve is
the 3rd order polynomial fit to the density that is used to normalize the stream
density which is shown in the bottom panel.

space coordinates of the progenitor star cluster, the mean velocity
dispersion 𝜎𝑣 of its member stars, and the time in the past when it
started to disrupt 𝑡𝑑 . In forming the stream we have assumed a con-
stant stripping rate of the stars from its progenitor cluster throughout
its orbit. Realistically this is not accurate since more stars are re-
leased during the pericentric phase of the cluster’s orbit. N-body
simulations performed in Kuepper et al. (2010, 2012) show that such
episodic stripping coupled to the epicyclic motion of the progenitor
can lead to periodic regions of over and under density in the stellar
density along the tidal tails resembling the observed gaps. However
this phenomenon is mostly confined to regions closest to the progeni-
tor where the stream is youngest and the stars have not mixed enough
(Ngan & Carlberg 2014; Bovy et al. 2017). In regions away from
the progenitor, these periodic structures are washed out as stars mix
over the dynamical evolution of the stream. Since we only focus on
the older parts of the stream that are away from the progenitor where
the effects of dark matter subhalo impacts are most pronounced, our
results are not affected by this assumption.
The location of the GD-1 progenitor is as yet unknown. However,

recent N-body simulations of the GD-1 stream (Webb & Bovy 2018)
suggests that the progenitor is likely between −45◦ < 𝜙1 < −30◦ and
that it either completely disrupted ∼ 2.5 Gyr ago leaving no observ-
able signatures or it disrupted only ∼ 500Myr ago and resulted in the
underdensity at 𝜙1 ∼ −40◦. Since there is a clear underdensity in the
observed GD-1 stream at 𝜙1 ∼ −40◦, we consider the latter scenario
as our fiducial GD-1 model. In Bonaca et al. (2019), an alternate
GD-1 model was suggested in which the progenitor disrupted ∼ 500
Myr ago and resulted in the gap at 𝜙1 = −20◦. In appendix B, we
investigate this model and explore how the density power spectra of
the leading and trailing arms are affected in this scenario.
The best fit phase space coordinate of a point along the stream’s or-

bit near the leading end of the GD-1 stream was obtained in Webb &

Bovy (2018). We compute the phase space coordinate of the progen-
itor by integrating this point back in time in the MWPotential2014
until it reached the observed sky coordinate of 𝜙1 = −40◦. The
resulting phase space location of the point is :

RA = 148◦.91
Dec = 36◦.15
𝐷 = 7.56 kpc

𝜇𝛼 cos 𝛿 = −5.33 mas yr−1

𝜇𝛿 = −12.18 mas yr−1

𝑉los = 7.16 km s−1

which we use as the fiducial GD-1 stream progenitor’s current phase
space coordinates. This method of obtaining the progenitor’s location
is based on the assumption that the observed stream follows a single
orbit which is not generally true (e.g., (e.g., Eyre & Binney 2011;
Sanders&Binney 2013a;Bovy 2014)).However, for theGD-1 stream
the difference between the stream and the orbit is small (e.g., (e.g.,
Sanders & Binney 2013a; Bovy et al. 2016)) and our assumption has
no effect on the results. The age of the GD-1 stream is unknown.
In the N-body simulations of the GD-1 stream in Webb & Bovy
(2018), a dynamical age of 3.4 Gyr was found to produce a stream
that matches the observed stream’s location, overall width and length.
However, there are locations along the stream such as in the range
−32◦ < 𝜙1 < −12◦ where the Gaussian width is as low as ∼ 6′.
Since the stream width is proportional to 𝜎𝑣 and the stream length is
proportional to𝜎𝑣 ×𝑡𝑑 , presence of regions of such thin streamwidth
could imply that the original stream ismuch older and that the broader
regions of the stream are a result of heating due to impacts with dark
matter substructures and/or baryonic structures over the course of
its evolution. We do not pursue this further in this paper, instead
we follow a conservative approach and marginalize over stream ages
of [3,4,5,6,7] Gyr uniformly. For a 3 Gyr old stream we set 𝜎𝑣 =

0.32 km s−1 which produces a stream that matches the observed
stream length and has ameanGaussianwidth of∼ 12′ over the stream
region −60◦ < 𝜙1 < −10◦, which is consistent with the observed
mean stream width. This stream width is also consistent with past
works such as (e.g., Koposov et al. 2010; Carlberg & Grillmair 2013;
de Boer et al. 2018). In order to keep the stream length fixed for older
stream models, we adjust 𝜎𝑣 as (3Gyr/𝑡𝑑) × 0.32 km s−1 which
yields a mean Gaussian width of 5.7′ for a 7 Gyr old stream, that is
consistent with the width of the thinnest regions of the stream. We
remove 6◦ to the left and right of 𝜙1 = −40◦ in order to remove any
density variations caused by the disrupting progenitor. The bottom
panel in Figure 1 shows the normalized linear density of the leading
and trailing arm of the GD-1 stream. In Appendix A, we investigate
how the size of the cut around the progenitor affects the stream
density power spectrum.

2.3 Modeling the effects of the perturbers

The observed density and track variations along the GD-1 stream
indicate that it encountered perturbers over its dynamical age. In
this section, we investigate how different perturbers affect the GD-1
stream. Following the formalism laid out for the Pal 5 streambyBanik
& Bovy (2019), we consider perturbations from the known baryonic
substructures namely Galactic bar, the spiral arms, the Galactic pop-
ulation of giant molecular clouds (GMCs), and globular clusters
(GCs), and the unknown dark matter substructures, which we aim to
constrain in this work. In all cases, we quantify the density variations
at different angular scales of the stream by computing the stream

MNRAS 000, 1–?? (2020)
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density power spectrum following the same procedure as in Bovy
et al. (2017).

2.3.1 Modelling the Baryonic Structures

Stellar streams, in particular the Pal 5 stream, have been shown to be
severely perturbed by the bar (Erkal et al. 2017; Pearson et al. 2017;
Banik & Bovy 2019), the spiral arms (Banik & Bovy 2019) and
the GMCs (Amorisco et al. 2016; Banik & Bovy 2019). The GD-1
stream has a perigalacticon of 13.5 kpc and is in a retrograde orbit
making it much less susceptible to perturbations from the bar, spiral
arms, and GMCs. In this subsection, we first carry out a detailed
analysis of the effects of the bar and the the spiral arms, and then we
explore the effects of the GMCs and the GCs on the GD-1 stream.
Finally, we combine their effects to statistically estimate how much
they can perturb the GD-1 stream density.

2.3.1.1 Bar. We use the fiducial bar model from Banik & Bovy
(2019) which has a triaxial, exponential density profile following
Wang et al. (2012), a mass of 1010 M� , rotating with a pattern speed
of 39 km s−1kpc−1 (Portail et al. 2016; Bovy et al. 2019; Sanders
et al. 2019) and 5 Gyr old. Recently, Bovy et al. (2019) found that the
bar is likely older, ∼ 8 Gyr. However, based on figure 9 in Banik &
Bovy (2019) where it was shown that varying the age of the bar over
[2,3,4,5] Gyr did not change the bar’s effect on the density power
spectrum of the Pal 5 stream much, it is a good assumption that the
effect of an 8 Gyr old bar will not be too different from a 5 Gyr
old one. We follow the same procedure for incorporating it in the
MWPotential2014 by replacing the bulge of mass 5 × 109 M� by
the bar and removing the mass equal to the extra mass of the bar
from the disk. This ensures the total baryonic mass of our Milky
Way model stays constant. We set the present day angle of the bar’s
major axis with respect to the Sun–Galactic-centerline to 27◦ (Wegg
& Gerhard 2013).

2.3.1.2 Spiral arms. The spiral arms aremodeled using the analytic
expression of its potential from Cox & Gómez (2002). A four arm
spiral whose density amplitude is such that it corresponds to 1% of
the total radial force at the location of the Sun was shown to cause
the most perturbation to the Pal 5 stream in Banik & Bovy (2019). In
the light of this result, we use the same four arm spiral in this study.
In particular, we set the pattern speed of the spiral arms to 19.5 km
s−1kpc−1, the radial scale length to 3 kpc which is similar to the disk
scale length of the MWPotential2014, and the vertical scale height
is set to 0.3 kpc. Following Siebert et al. (2012); Faure et al. (2014);
Monari et al. (2016), we set the pitch angle of the spiral structure
to 9.9◦ and the reference angle to 26◦. We add the spiral potential
to the barred Milky Way potential and construct an effective Milky
Way potential with a bar and spiral arms. Beside the steady state
spiral arms, we also tested the effect of transient spiral structure by
modulating the amplitude of the steady-state spiral with a Gaussian
(such that there are ∼ 6 spiral episodes per Gyr) and find a similar
amount of power as in the steady-state spiral arms case.
We evolve amockGD-1 stream in the above potential using a com-

bination of the the frequency-angle framework and orbit integration.
In practice, we first generate the mock stream in the axisymmetric
Milky Way potential and sample the phase space coordinates today
of 106 points and their corresponding time when they were stripped
from the progenitor. We then integrate each point back in the axisym-
metric potential until their respective time of stripping and finally, we
integrate them forward in the bar + spiral Milky Way potential until
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Figure 2. Star count distribution along a mock GD-1 stream with an age of
5 Gyr. The top panel shows the case of the smooth stream that was evolved
in the axisymmetric Milky Way potential, the middle panel shows the case
where the stream was evolved in the Milky Way potential with an added bar
and spiral arms. The blue 3𝑟𝑑 order polynomial is obtained by fitting the
star counts and is divided out to give the normalized stream density which
is shown in the bottom panel. The error bars in each panel is the binning
shot noise. The star count rises towards 𝜙1 = −10◦ due to projection effects
while transforming from 𝜃‖ to 𝜙1 coordinates (Jacobian of transformation).
Overall, the effect of the bar and spiral arms on the star counts along the GD-1
stream is small.

today. The final phase space coordinates of the points are transformed
to the custom sky coordinates (𝜙1, 𝜙2) of the GD-1 stream. We se-
lect the points that are in the range −60◦ < 𝜙1 < −4◦, excluding the
ones between −46◦ < 𝜙1 < −34◦ to remove effects of the disrupting
progenitor. We bin these points in 2◦-wide 𝜙1 bins and then fit a third
order polynomial through them. We divide the bin counts by this
polynomial to suppress large scale variations which could stem from
factors such as non-constant stripping rate which we have assumed to
be constant in our model. We stress that in the polynomial normaliza-
tion we divide the stream density by a smoothing polynomial and it is
not meant to fit the data perfectly. As was done in Bovy et al. (2017),
we have checked the effect of using a 2nd and 4th order smoothing
polynomial and found the final results to be consistent with each
other. In Figure 2, we show the binned distribution of the sampled
points for a 5 Gyr old GD-1 stream in the axisymmetric Milky Way
potential (top panel), in the bar+spiral Milky Way potential (middle
panel), and the normalized density (bottom panel). The error bars are
due to binning shot noise. As evident from the normalized density,
the bar and spiral arms do not affect the stream density of the GD-1
stream significantly. In this method, the deviations of the progeni-
tor’s orbit in the bar+spiral Milky Way potential compared to the
axisymmetric Milky Way potential is neglected. However, following
the same steps as in Banik & Bovy (2019), we have checked that in-
cluding the perturbations to the progenitor’s orbit has no observable
effect on the stream density.

MNRAS 000, 1–?? (2020)
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2.3.1.3 GMCs, GCs and classical Milky Way satellites We in-
cluded the effects of the GMCs and GCs on the GD-1 stream by again
following the same steps as in Banik & Bovy (2019). We briefly de-
scribe the steps here. We use the position and velocity of the GMCs
from the GMC catalog from Miville-Deschênes et al. (2016) which
we then correct for empty patches in the outer disk on the other side
of the Galactic center. The GMCs are modeled as Plummer spheres
of scale radius equal to one-third of their observed radius since most
of the mass is contained within this radius. We consider only the
GMCs that are at least 105 M� , since GMCs less massive than that
have no observable effects on the stellar streams. We set them on
circular orbits based on their Galactocentric radial distance in the
MWPotential2014. We then integrate their orbits back in the same
potential until the dynamical age of the stream and then evolve both
the mock GD-1 stream and the GMCs forward until today. During
this evolution, the encounters between the GMCs and the stream are
approximated using the impulse approximation and the final stream
density is computed using the same line-of-parallel-angles method
that we use for computing the effect of dark subhalos below, as de-
scribed in Bovy et al. (2017). The typical lifetime of a GMC is 10−50
Myr (Jeffreson & Kruĳssen 2018) and so the GMC population has
evolved substantially over the dynamical age of the GD-1 stream.
To incorporate the effects of the evolving population of the GMCs,
we add random rotations to the Galactocentric 𝜙 coordinates of the
present day population of GMCs before rewinding them back in time.
We then run many realizations of the interactions of the GMCs with
the stream and study the resulting stream densities statistically.
We treat the GCs as Plummer spheres as well and take their sky

and kinematic coordinates, mass, and size information of 150 GCs
from the updated catalog from Vasiliev (2018). However, instead of
assigning them their mean proper motions and line of sight velocities
from the catalog, we sampleGaussian randomnoise fromwithin their
kinematic uncertainties and add them to their mean proper motions
and line of sight velocities. This allows us to explore the range of
possible orbits of theGCs and consequently their effects on the stream
density. We then integrate the GCs back in MWPotential2014 until
the age of the stream and then integrate them forwardwith the stream,
computing their effects on the latter. Similar to the GMCs, we run
many realizations of the GCs interacting with the stream and study
the stream density statistically. In practice, we load both theGMCand
GC encounters and compute their effects together in our simulations.
The line-of-parallel-angles method used to compute the effects

of the GMCs and GCs is based on the frequency-angle framework
as developed in Bovy et al. (2017). This framework only supports
axisymmetric potentials and so we can not include the bar + spiral
Milky Way potential in the simulations of the GMCs and GCs. To
compute the cumulative effects of the bar, spiral arms, GMCs, and
GCs we add the density perturbation due to the bar + spiral Milky
Way potential to the perturbed density due to the GMC and GC
impacts. The density perturbation due to the bar + spiral Milky Way
potential is the result of subtracting the smooth density from the
perturbed density. In Appendix C we show that this method works,
as expected if at least one of the two sets of perturbations is small
(and, thus, close to linear). We then normalize the total perturbed
density by fitting a 3rd order polynomial to it and then dividing the
density by it. Following the same steps as in Bovy et al. (2017), we
use the normalized density to compute the power spectrum.
In Figure 3, we show the density power spectrum of the GD-

1 stream due to the perturbations imparted by all of the baryonic
structures for three different ages of the stream. The black points
show the median power of the observed GD-1 stream density. The
error bars denote the 2𝜎 scatter around the median power due to the

noise in the density data that was assumed to beGaussian. The dashed
line shows the median power of the density noise. The blue, red, and
black solid lines show the median density power of 1,000 mock GD-
1 stream realizations that are 7, 5 and 3 Gyr old respectively. The
blue shaded region shows the 2𝜎 scatter of density power for the
7 Gyr mock stream case. The 2𝜎 scatter for the other cases are of
similar width. There is a consistent rise in power on large scales of
the trailing arm as the age of the stream is increased. This is expected
since an older stream has more time to interact with the baryonic
structures and consequently gets more perturbed by them. For the
leading arm, since most of the density information is removed due
to the cut around the progenitor, the small amount of power caused
by the baryonic structures does not strongly depend on the age of the
stream and the dispersion of the density power are all within each
other’s scatter. As evident from this figure, baryonic structures alone
can not account for the observed density power of the stream.
Finally, we analyzed the cumulative effect of all the classical

Milky Way satellites by running 1000 simulations of their gravi-
tational encounters. For each simulation we took the current 6D
phase space information of the satellites from Fritz et al. (2018) and
sampled their proper motions, line of sight velocity and distance
from their uncertainties. These were then integrated back for 3 Gyr
in MWPotential2014 and then integrated forward until today along
with the GD-1 stream and their impacts on the stream’s density were
computed in the same way as the GMCs and GCs. We assigned the
satellites’mass using the halo abundancematching relation fromBul-
lock & Boylan-Kolchin (2017) and their scale lengths using the same
fitting relation that was used for the GMCs. Doing so we found that
the satellites imparted density power at the level of ∼ 10−2 and there-
fore insignificant compared to the perturbations from other baryonic
structures, and have therefore not included them in the subsequent
analyses in this paper.

2.3.2 Modeling the dark matter subhalos

Wemodel cold andwarm darkmatter subhalos in our simulations fol-
lowing our previous works (Bovy et al. 2017; Erkal et al. 2016; Banik
et al. 2018), which we briefly describe here. We are interested in sub-
halos that are in the sub-dwarf-galaxy mass range [105 − 109] M� .
Subhalos less massive than 105 M� have no currently-observable
effect on the stream density. For our fiducial CDMmodel, we use the
mass function 𝑑𝑁/𝑑𝑀 ∝ 𝑀−1.9 and consider their radial distribution
inside the Milky Way to follow an Einasto profile following Springel
et al. (2008). Erkal et al. (2016) combined these results to obtain a
normalized subhalo profile for a Milky Way sized host galaxy to be(
𝑑𝑛

𝑑𝑀

)
CDM

= 𝑐0

(
𝑀

𝑚0

)𝛼
exp

{
− 2
𝛼𝑟

[(
𝑟

𝑟−2

)𝛼𝑟

− 1
]}

(1)

where the amplitude 𝑐0 = 2.02× 10−13 M−1
� kpc

−3, slope 𝛼 = −1.9,
𝑚0 = 2.52 × 107 M� , 𝛼𝑟 = 0.678 and 𝑟−2 = 162.4 kpc. We use this
profile and amplitude as our fiducial CDM prediction.
We use the WDM mass function from Lovell et al. (2014) that

was obtained by fitting WDM subhalos within a Milky Way like host
galaxy in a high resolution N-body simulation based on the Aquarius
project (Springel et al. 2008)

(
𝑑𝑛

𝑑𝑀

)
WDM

=

(
1 + 𝛾

𝑀hm
𝑀

)−𝛽 (
𝑑𝑛

𝑑𝑀

)
CDM

, (2)

where 𝛾 = 2.7 and 𝛽 = 0.99. The half-mode mass denoted by 𝑀hm
is the threshold mass below which the mass function is strongly
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Figure 3. Density power spectrum of the leading and trailing arm of the GD-1 stream compared with that of mock GD-1 streams of different ages perturbed
only by baryonic substructures. The black dots represent the median density power of the observed stream and the errorbars denote the 2𝜎 scatter due to the
noise in the observed density. The black dashed line represents the median power of the noise in the density. The solid lines represent the median density power
of 1,000 mock simulation runs with different age of the stream with the blue line representing the case for a 7 Gyr old stream, the red for a 5 Gyr old stream, and
black a 3 Gyr old stream. The blue shaded region represents the 2𝜎 scatter of the density power for the 7 Gyr old stream. Baryonic substructure alone cannot
account for the density fluctuations observed in GD-1 on large scales.

suppressed. It is equal to the mean mass contained within a radius
of half-mode wavelength that is defined as 𝜆hm = 2𝜋𝛼cutoff (2𝜈/5 −
1)−1/2𝜈 with 𝜈 = 1.12 (Viel et al. 2005) and

𝛼cutoff = 0.047
(𝑚WDM
keV

)−1.11 (ΩWDM
0.2589

)0.11
×
(

ℎ

0.6774

)1.22
ℎ−1Mpc, (3)

where 𝑚WDM is the WDM particle mass, ΩWDM is DM den-
sity parameter, and ℎ is the dimensionless Hubble constant 𝐻0 =

100 ℎ km s−1Mpc−1.
It is important to note that the above CDM model which we con-

sider as the “fiducial" model for the rest of the paper is based on dark
matter only (DMO) simulations rather than the true CDM prediction
which takes into account subhalo disruption by the baryonic struc-
tures in the Galaxy. In the latter, around ∼ 10 − 50% of the subhalos
in the mass range 106.5 − 108.5M� within the radius of the GD-1
stream is expected to have disrupted (D’Onghia et al. 2010; Sawala
et al. 2017; Garrison-Kimmel et al. 2017; Webb & Bovy 2020). This
percentage is expected to be greater for WDM subhalos due to their
lower concentration during their time of accretion. We discuss our
results in the light of this expected substructure depletion further be-
low. But we use theDMOprediction as the fiducial, because it is more
robustly determined from simulations, since much uncertainty still
remains about the exact level of baryonic depletion that is expected.
We have also ignored the time evolution of the number density of
the subhalo population, since perturbations due to very old impacts
are smoothed out due to the velocity dispersion of the stream stars
leaving imprints of only the recent impacts visible today.

Having set the mass functions of our dark matter models, we fol-
low the same steps as in Sec 2.3 of Bovy et al. (2017) to implement
the subhalo impacts in the stream simulations. However, in order to
prepare ourselves for a later discussion on constraining the sensitivity
of different mass subhalos from the observed stream density power,
we mention the important points here. The expected number of im-
pacts that a leading or trailing arm will encounter over its lifetime is
given by

𝑁enc =

√︂
𝜋

2
𝑟avg𝜎ℎ𝑡

2
𝑑
ΔΩ𝑚𝑏max𝑛ℎ (4)

where 𝑟avg is the mean spherical radius of the stream which for
our GD-1 model is ∼ 20 kpc, 𝜎ℎ is the velocity dispersion of the
subhalos which we set to 120 km/s, 𝑡𝑑 is the time since the pro-
genitor star cluster of the stream commenced disrupting, ΔΩ𝑚 is
the mean-parallel-frequency parameter of the smooth stream (Bovy
2014), 𝑏max is themaximum impact parameter set equal to 5 times the
scale radius 𝑟𝑠 of the subhalo, and 𝑛ℎ is the number density of subha-
los in the mass range being considered. We describe the subhalos as
Plummer spheres with scale radius 𝑟𝑠 = 1.62 kpc (Msub/108M�)0.5
(Erkal et al. 2016) instead of Hernquist spheres. This is simply be-
cause Hernquist is a poor description of the GMC profiles and when
we simulate the subhalo, GMC, and GC impacts on the stream to-
gether, it is more convenient in our simulations to collate impacts
from a single type of perturber. This, however, does not affect our
results, because it was shown in Bovy et al. (2017) that at large scales
where the signal dominates noise, the density power spectrum of a
mock stream impacted by subhalos with a Hernquist profile were
indistinguishable from that due to subhalos with a Plummer profile.
For each subhalo mass decade, the scale radius 𝑟𝑠 is computed at
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Figure 4. Same as Figure 3 but including the effects of impacts by one-third the abundance of subhalos in the fiducial CDM case to take into account subhalo
depletion by the baryonic structures. A CDM-like population of dark subhalos in addition to baryonic substructures naturally explains the observed density
fluctuations in the GD-1 stream.

its midpoint (e.g., for subhalos in the range 105 − 106 M� , 𝑟𝑠 is
computed at 105.5 M�) which is then used to compute the expected
number of impacts in each mass decade of the subhalos. The num-
ber of impacts the stream encounters is a Poisson draw from the
total expected number of impacts. The impact parameter 𝑏 is sam-
pled from a uniform distribution between ±𝑏max (Erkal et al. 2016).
Low mass subhalos need to pass closer to the stream to leave any
observable effects, because of this the subhalo mass and its scale
radius is drawn from the joint distribution marginalized over the im-
pact parameter 𝑏:

∫
𝑑𝑏 𝑝(𝑀, 𝑟𝑠 , 𝑏) which translates to the effective

distribution 𝑝(𝑀, 𝑟𝑠) ∝ 𝑀0.5𝑑𝑁/𝑑𝑀 . From the sampled subhalo
masses their scale radii are computed using the Plummer relation
mentioned above. The time of impacts and the angular offsets of the
regions of closest approach are computed exactly like in Bovy et al.
(2017). Having computed all the subhalo impact parameters, they
are combined with those of the GMCs and GCs and set to impact the
stream using the galpy extension streampepperdf2 code.
Using this approach we ran many simulations of the leading and

trailing arm of the GD-1 stream in the fiducial CDM case for the GD-
1 stream of age 3, 5 and 7 Gyr. Figure 4 shows the resulting power
spectra. Like Figure 3, the solid lines show the median density power
of 1,000 realizations in each case. The blue shaded region is the 2𝜎
scatter of density power for the 7 Gyr case. Running the subhalo
impact simulations of each stream arm independent of each other
ignores the large scale effects due to the most massive subhalos that
affect both arms simultaneously. However, this does not affect our
analysis, because we normalize the stream density by a third order
polynomial that removes effects from the large scale density varia-
tions. When including CDM subhalos in the simulations, especially
for older streammodels, many realizations encountered somany sub-
halo impacts that they partially or fully disrupted. While computing
the stream density power spectrum we discard those cases by requir-
ing the mock stream length to be at least equal to the observed stream
length between −60◦ < 𝜙1 < −4◦, where the mock stream length

2 Available at https://github.com/jobovy/streamgap-pepper .
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Figure 5. Posterior PDF of the abundance of subhalos in the mass range
105 − 109 M� relative to the fiducial CDM case obtained by fitting the GD-1
stream (blue), the Pal 5 stream (red), and both streams simultaneously (black).

is defined up to the point where the stream density drops below the
20% of the mean density within Δ𝜙1 = 4◦ around the progenitor. For
the 5 Gyr old stream ∼ 75% simulations were discarded, while for
the 7 Gyr old stream ∼ 99% of the simulations were discarded. The
same trend of more density power for older streams is also seen in
this case.
Comparing Figure 4 with Figure 3, adding the CDM subhalo

impacts results in the appropriate density power to account for the
observations. That is, a population of low-mass dark subhalos with
a number similar to that predicted by CDM can explain the density
fluctuations in the GD-1 stream.
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2.4 The impact of epcicylic overdensities on the observed
stream structure

The smooth stream model that we described in Sec. 2.2 and that is
the basis for our modeling of perturbations to the stream does not
include the effect of epicyclic overdensities (Kuepper et al. 2010,
2012). Such overdensities form due to the fact that tidal stripping
mainly occurs near pericentric passages, leading to bursts of debris
that can lead to overdensities along the stream. In particular, Ibata
et al. (2020) have proposed that the density variations along the GD-1
stream are epicyclic overdensities and they purport to show that these
are enough to account for the observedGD-1’s density power without
the need for perturbations from dark matter substructures. The effect
of episodic tidal stripping and the induced epicyclic overdensities
was studied in detail in Sanders et al. (2016) and Bovy et al. (2017),
with themain take-away being that the power induced by these effects
is far below that from DM substructure, essentially because in the
one-dimensional projections of the density, the different episodes of
stripping quickly mix together due to the velocity dispersion in the
stream.
The claim in Ibata et al. (2020) is based on a single 𝑁-body simu-

lation of the disruption of a progenitor cluster of mass 30, 000M� for
2 Gyr, which produces a stream that somewhat matches the location
and morphology of the observed GD-1 stream, but in detail looks to
be much thicker, which is unsurprising, because the only way to get
a long stream over only 2 Gyr is to have a massive progenitor that
produces a wide stream. For such short dynamical age episodic strip-
ping becomes important since the stripped stars don’t have enough
time to mix with other members. In addition to the width of the
stream being in conflict with the data, such a high mass is also in
conflict with the detailed collisional 𝑁-body simulations fromWebb
& Bovy (2018) that do reproduce the stream, in both length and
width (see figures 4 and 5 in (Webb & Bovy 2018)), where the best-
fit progenitor only had an initial mass of 7, 200M� . The simulations
of Webb & Bovy (2018) only produce overdensities because of the
full disruption of the progenitor, which is the reason we exclude the
part of the stream near the dissolved progenitor. Therefore, we find
Ibata et al. (2020)’s GD-1 model to not be a good representation of
the observed stream and therefore their claim of not requiring dark
substructures to account for the observed GD-1’s density power to
be unconvincing.

3 CONSTRAINTS ON THE DARK SUBHALO ABUNDANCE

In the previous section, we presented the methods for obtaining the
stream density data of the GD-1 stream and described the mock
GD-1 stream simulations and how we incorporated effects of the
baryonic structures and dark matter subhalos in them. In this section,
we describe how we use the GD-1 data to infer the number and mass
distribution of dark subhalos in the inner MilkyWay and to constrain
the warm dark matter model. To improve our constraints, we use data
on the Pal 5 stream previously analyzed by Bovy et al. (2017); Banik
& Bovy (2019) and combine it with the GD-1 data analyzed in this
paper to obtain joint constraints on the dark subhalo population.
We obtain the Pal 5 stream density data from Ibata et al. (2016)

and apply the same steps as in Bovy et al. (2017) to normalize and
compute its power spectrum. Following Bovy et al. (2017) again,
we generate the mock Pal 5 stream and simulate the effects of the
baryonic and dark substructures on the stream as in Banik & Bovy
(2019).
We use the Approximate Bayesian Computation (ABC) technique
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Figure 6. Contour plot of the inferred relative abundance of subhalos with
respect to that of the fiducial CDM case within the orbit of the GD-1 stream
vs. the age of the GD-1 stream of all the accepted simulations in the ABC
analysis. The contours are 1 and 2𝜎 and show a negative correlation between
the inferred subhalo abundance and age of the stream implying older stream
models are consistent with lower subhalo abundance.

to constrain different darkmattermodel parameters using the data and
the simulations. The ABC method allows us to construct posteriors
of the parameter(s) in question by comparing the simulation outputs
with the data summaries, without the need for a likelihood. In our
study, data summaries are the density power at different angular
scales of the stream. For the GD-1 stream, we use the power at the
three largest scales for both the leading and trailing arm since signal
dominates noise at these scales. Likewise, for the Pal 5 stream, we
use the density power at the three largest scales for its trailing arm
only, because the data from Ibata et al. (2016) do not cover much
of the leading arm. We choose appropriate priors for each of the
dark matter model parameters that we want to constrain and run
stream simulations on ∼ 105 randomly drawn points from them.
For the GD-1 stream, which unlike the Pal 5 stream does not have
a surviving progenitor, we also marginalize over the stream age as
discussed previously, while for Pal 5 we fix the age to 5 Gyr. For each
realization of the mock stream density, we generate 100 more mock
stream densities by adding a random Gaussian draw of the density
error in the data following Bovy et al. (2017). This effectively gives
us 107 simulations. Our ABC approach accepts simulations if (a) the
mock stream density power are within some pre-defined tolerance
around the data summaries for both arms for the GD-1 stream and
only for the trailing arm for the Pal 5 stream, and (b) the lengths
of both trailing and leading arm of the mock stream (only trailing
for Pal 5) are at least equal to the observed arm length. Finally, the
posteriors are constructed using the accepted simulations. In order to
combine the GD-1 and Pal 5 posteriors, we run simulations of both
streams over the same set of points drawn from the prior and accept
only those for which both Pal 5 and GD-1 density powers and lengths
are accepted. In the following subsections, we present our results for
the different cases of constraining the dark matter model parameters.
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Figure 7. Posterior PDFs of the subhalo abundance relative to the fiducial CDM expectation in different mass bins. The colors are same as in Figure 5. The
constraints indicated are for the joint GD-1 × Pal 5 PDF.

3.1 Constraining the overall abundance of CDM subhalos

For our first analysis, we constrain the abundance of subhalos in the
mass range 105−109M� relative to the fiducial CDMprediction. For
the GD-1 stream the constraints are valid within its spherical radius
of ∼ 20 kpc whereas for the Pal 5 stream the constraints apply within
∼ 14.3 kpc. Using a log-uniform prior over the range [0.03 - 10] × the
fiducial CDM abundance, we run 106 simulations for both GD-1 and
Pal 5 stream and construct posterior PDFs using the ABC method.
Figure 5 shows the resulting posterior PDF for the abundance with
the GD-1 stream alone (blue), the Pal 5 stream alone (red), and using
the GD-1 and Pal 5 together (black).
The GD-1 only constraint peaks at 0.7+0.9−0.5 at 68% with an upper

limit of < 2.7 at 95%which is consistent with the fiducial CDM case.
This translates to a constraint of 𝑓sub = 0.3+0.3−0.2% at 68% and < 1%
at 95% on the mass fraction 𝑓sub in subhalos given that the total mass
of the dark matter halo within 20 kpc is ∼ 1011M� (Bovy & Rix
2013). Very high subhalo abundances (& 7× CDM) are ruled out.
Very low abundance (≤ 0.05× CDM) although strongly disfavored
are not completely ruled out. The latter is because we let the age of
the stream vary all the way up to 7 Gyr and as evident from Figure 3,
older streams accrue density power over its age due to impacts with
the baryonic structures thereby reducing the amount of CDM subhalo
impacts required to account for the observed density power. This is
most easily seen in the 2-D histogram of inferred subhalo abundance
vs. age of the stream of all the accepted simulations in Figure 6
which indicates that lower subhalo abundances are consistent with
older stream models. The contours are 1𝜎 and 2𝜎 levels. If future
studies are able to constrain the age of the GD-1 stream then our
method can be used to put tighter constraints on the abundance of
dark matter substructures within the radius of the GD-1 stream.
The red curve in Figure 5 is the posterior from the Pal 5 stream

alone. It plateaus at lower subhalo abundance and puts an upper limit
on the relative subhalo abundance of < 0.9 at 95% confidence. Pal 5’s
preference for a lower rate of subhalo impacts than that predicted by
CDM is expected because it is heavily perturbed by the bar (Pearson
et al. 2017; Erkal et al. 2017; Banik & Bovy 2019), the GMCs
(Amorisco et al. 2016; Banik & Bovy 2019), and the spiral arms
(Banik & Bovy 2019), so much so that the bar and the GMCs can
individually account for the observed density power (Banik & Bovy
2019).
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Figure 8. Posterior PDF for the thermal WDM particle mass, obtained by
comparing the power spectrum in the observed GD-1 (blue) and Pal 5 (red)
linear density, with that arising from mock streams in presence of a popula-
tion of WDM substructures. The black line shows the posterior PDF for the
combined analysis of GD-1 and Pal 5 data.

Combining the GD-1 and Pal 5 posteriors yields the PDF shown by
the black curve which peaks at 0.4+0.3−0.2 at 68% or 𝑓sub = 0.14

+0.11
−0.07%

with an upper limit of < 0.9 at 95% ( 𝑓sub . 0.3%), which applies
within a radius of ∼20 kpc which encompasses both streams.

3.2 Constraining the abundance of subhalos in different mass
decades

Next, we explore how the observed GD-1 and Pal 5 stream densities
constrain the mass function of low-mass dark subhalos.We do this by
independently varying the abundance of subhalos in themass decades
105 − 106 M� , 106 − 107 M� , 107 − 108 M� , and 108 − 109 M�
relative to their respective fiducial CDM values. For each decade,
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we draw a random relative subhalo abundance from a log10 uniform
prior on the rate relative to the CDM rate in each bin in the range
[0.03, 10] and compute the expected number of impacts in each
bin. The total number of impacts is computed by Poisson drawing
from the sum of the expected number of subhalo impacts over all
the mass bins. These impacts are then distributed amongst the mass
bins proportional to the relative subhalo abundance in them and the
stream simulations are run. Figure 7 shows the resulting posterior
PDFs for the GD-1 stream in blue, Pal 5 in red, and combined GD-1
and Pal 5 in black, for the different mass decades.
The GD-1 posterior (blue curve) is largely flat in the mass bins

105 − 106 M� (not shown here) and 106 − 107 M� , implying that
the level of signal in the measured power spectrum is insensitive to
the abundance of subhalos in that mass bin. This is borne out of
the fact that encounters with lower mass subhalos impart small scale
density power which is below the level of noise in the current data.
Future surveys like LSST could lower the noise level by resolving
many more member stars thereby making our method sensitive to
lower mass subhalos. For the higher mass bins of 107 − 108 M�
and 108 − 109 M� , very high subhalo abundances are less favored
as indicated by the falling PDF as we approach higher abundances.
Very low abundances . 0.2× fiducial CDM are also disfavored as
shown by the PDF falling sharply there. The posteriors set upper
bounds of 𝑛sub/𝑛sub,CDM < 4.7 and < 4.9 at 95%, respectively for
107 − 108 M� and 108 − 109 M� mass bins.
The Pal 5 PDF in the mass bin 105 − 106 M� stays flat and

low for & 0.1× fiducial CDM indicating that it is unaffected by the
abundance of subhalos in this mass bin. The PDF rises sharply at
. 0.1× the fiducial CDM abundance indicating its preference for
very low abundance in the lowest subhalo mass bin which is also
seen in all the other mass bins. This follows from the result of Banik
&Bovy (2019) who showed that the perturbations due to the baryonic
structures namely, the bar, the spiral arms and theGMCs, can account
for Pal 5’s observed density power. Therefore, a very low subhalo
abundance which results in no significant effects on the stream is
preferred. For the bin 106 − 107 M� , the PDF falls to 0 sharply
at ∼ 10× CDM abundance indicating abundances higher than that
are ruled out, while placing an upper bound of < 3× CDM at 95%
level. For the upper two bins, abundances & 3× CDM are ruled out,
while placing upper bounds of < 1.6× and < 1.3× CDM at 95%
confidence.
The combined PDF is flat over the range of the prior in the lowest

subhalo mass bin and hence does not constrain its abundance (for
this reason we do not show it). For the mass bin 106 − 107 M� ,
the combined PDF falls sharply at & 3× fiducial CDM abundance,
placing an upper bound of < 3.6× fiducial CDM at 95% confidence.
For themass bins 107−108M� and 108−109M� , the posterior peaks
at relative abundances of 0.2+0.7−0.1 and 0.2

+0.5
−0.1 at 68% respectively. At

95% confidence the upper bounds are < 1.5 and < 1.4, respectively.

4 CONSTRAINTS ON WDM

4.1 Mass of the dark matter particle

Next, we use the stream data to constrain the mass of the dark mat-
ter particle 𝑚WDM, considering dark matter is composed entirely
of thermal relic dark matter (refer to section 2.3.2 on methods of
incorporating thermal relic WDM subhalos in our stream simula-
tions). Since 𝑚WDM is a parameter with units whose magnitude
is unknown, we consider a uniform prior in log10 (𝑚WDM) in the
range [1-50] keV, which ensures that our prior is sufficiently non-

informative (we consider other priors in Sec. 4.3 below). The upper
bound of 50 keV corresponds to a half-mode mass of ∼ 4 × 104 M�
which is well below the sensitivity of our stream analysis method or
any other current method for constraining the abundance of subhalos.
For each drawn 𝑚WDM from the prior, we run the stream simulation
as described in section 2.3.2 and then compare the resulting stream
density power spectrum with that of the observed power within the
ABC framework.
The resulting posterior PDFs are shown in Figure 8. The GD-1

posterior, shown by the blue curve, puts a lower limit of𝑚WDM > 4.6
keV at 95%. Warm dark matter models with particle mass < 1.5
keV are ruled out as seen by the PDF dropping to ∼ 0. The PDF
plateaus for 𝑚WDM & 31 keV indicating masses above that are
equally preferred by the GD-1 stream.
The Pal 5 posterior, shown by the red curve, does not constrain

𝑚WDM but it prefers a low 𝑚WDM. The PDF has a considerably high
value of ∼ 0.4 for a dark matter particle mass & 39 (∼ 101.6) keV, for
which the abundance of subhalos in the mass range 105 − 109 M� is
similar to that in the fiducial CDM case. This seems counterintuitive
at first since the density perturbation imparted on Pal 5 by the effect
of the bar, spiral arms and the GMCs in our Galaxy is similar to
that by the subhalos in the fiducial CDM case (see Figs. 15 and
17 in Banik & Bovy (2019)), and can account for the observed
density power. The reason behind this is that in running the stream
simulations we marginalize over the uncertain nature of interaction
between the GMCs and the stream arising from the short life span
of GMCs relative to that of the dynamical age of the stream, shown
in Figure 15 in Banik & Bovy (2019) by the gray shaded region. As
evident from that figure, there will be many realizations in which the
density power due to the GMCs will be an order of magnitude lower
than the median power. Such cases will require a CDM like subhalo
abundance (higher mass 𝑚WDM) to account for the observed power.
This behavior of the Pal 5 PDF is also evident in Figure 5 where it
has a considerable value at CDM-like abundances.
The combined posterior, shown by the black curve, puts a con-

straint of 𝑚WDM > 3.6 keV at 95% and rules out particle masses
< 1.3 keV. It is important to point out that the upper bound of the
prior is somewhat arbitrary and, in particular, that one can pick an ar-
bitrarily large upper bound of the prior and obtain a higher constraint
on the𝑚WDM. However, we choose 50 keV since a thermal relic dark
matter candidate of that mass will correspond to a half-mode mass
which is well below the sensitivity of our stream studies. Because
the joint PDF declines slightly at higher 𝑚WDM, because of Pal 5’s
preference for low 𝑚WDM, cutting at posterior 38.8 keV yields > 4.4
keV at 95%, similar to the constraint from GD-1 alone.

4.2 Constraints on the amplitude, slope, and mass of the dark
matter particle

Next, we explore the constraints on the mass of the dark matter
particle if the amplitude and slope of the mass function are set free
to vary. Referring back to the notations used in equations (1) and (2),
we consider a log10 uniform prior on the relative amplitude 𝑐0/𝑐0,fid
in the range [1/10, 10], a uniform prior on the slope 𝛼 in the range
[−2.5,−1.5] and the same log10 uniform prior on𝑚WDM in the range
[1, 50] keV. The posteriors are shown in Figure 9, where the GD-1
stream PDFs are shown in blue and the Pal 5 stream PDFs in red.
The GD-1 stream posterior PDF for the relative amplitude has a

peak at 𝑐0/𝑐0,fid = 1.1+2.7−0.8 at 68% confidence and puts an upper
limit of 6.7 at 95%. The posterior on the slope 𝛼 is largely flat with
a preference for lower slopes. Finally, the posterior on 𝑚WDM is > 3
keV at 95%. This constraint on 𝑚WDM is weaker than the previous
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Figure 10.Measuring the subhalomass function using the combined statistics
of Pal 5 and GD-1 streams. The black solid line indicate the subhalo mass
function in the fiducial CDM only model. The gray shaded region shows
mass function as a result subhalo disruptions by a factor of 2 to 10, due to
the disk and/or the Milky Way potential. The blue errorbars represent our
stream measurements and is consistent with fiducial mass function taking
into account subhalo disruption.

analysiswhere the amplitude and slope of themass functionwere held
fixed at their respective fiducial value. This is because the amplitude
is negatively correlated with 𝑚WDM and therefore lower values of
𝑚WDM can fit the data if the amplitude is high.

For Pal 5, the posterior of the relative amplitude plateaus at a lower
value and puts a constraint of < 6.3 at 95% confidence. Similar to
GD-1, the posterior on the slope is largely flatwith preference towards
lower values and insensitive to the stream statistics. The posterior on
the dark matter particle mass prefers a low value which is due to the
same reason as explained in the previous section.
Since the individual GD-1 and Pal 5 PDFs for 𝑚WDM are quite

different, obtaining a sufficient number of accepted samples using
the combined data is difficult. We do not pursue the joint analysis for
this more general model because GD-1 gives a stronger constraint
than the combined analysis in the previous sub-sectionwhere we only
varied 𝑚WDM. However, in the next sub-section we include both the
GD-1 and Pal 5 stream constraints into amore generalWDManalysis
that also includes the classical Milky Way satellites.

4.3 Including classical Milky Way satellites.

We have so far performed a conservative analysis of the constraints
on the mass function of dark matter subhalos arising from the study
of density variations in Milky-Way streams only. We explore now
the consequences of also taking into account the measurement of the
high-mass end of the mass function using observations of classical
MilkyWay satellites. For this, we use the compilation of properties of
the classical satellites (with stellar mass 𝑀∗ > 105M�) within 300
kpc from Garrison-Kimmel et al. (2019) (these are the LMC, SMC,
Sagittarius, Fornax, Sculptor, Leo I and II, Sextans, Ursa Minor,
Carina, Draco, and Canes Venatici I). We assign dark-halo masses
for all of these satellites using the stellar-mass vs. halo-mass relation
for satellites given in Bullock & Boylan-Kolchin (2017), obtained
from abundance matching,

log10

(
𝑀ℎ

1011M�

)
= 0.468 log10

(
𝑀∗

3 × 108M�

)
. (5)

We then compute the classical-satellite mass function by counting the
number of satellites in log10 𝑀ℎ/M� bins of width 0.5 between the
lower limit in stellar mass of 9.4 and 11.4; the uncertainty on these
numbers is Poisson distributed. The dark-matter subhalos probed by
our streammeasurements live within≈ 20 kpc from the Galactic cen-
ter. To be able to combine these stream measurements with the mass
function derived from the classical satellites, we extrapolate their
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abundance assuming that the radial distribution of subhalos follows
the Einasto profile from Eqn. (1). We do this for the measurements
of the subhalo abundance in different mass decades from section 3.2
(for the lowest mass bin of 106 − 107M� , we show the 95% upper
limit, because of the lack of a peak in the PDF for that bin). The
resulting subhalo mass function is shown in Figure 10.
We compare the observed subhalo mass function in the Milky

Way in Figure 10 to the predictions from dark-matter-only (DM-only)
CDM simulations (black line), the mass function part of Eqn. (1),
multiplied by a factor of 1.6 determined by fitting the observed mass
function (see below).While the classical satellites are typically found
at great distance from the Galactic disk and their abundance is there-
fore not expected to be strongly affected by subhalo disruption due to
the disk, the subhalo abundance probed by our stream measurements
in the inner MilkyWay is likely reduced with respect to the DM-only
prediction. A range of plausible reduction factors between 10% and
50% is indicated by the gray band in Figure 10. It is clear that our
measurements of the abundance of low-mass dark-matter subhalos
is in good agreement with the predictions from CDM, including the
effect of baryonic disruption.
To obtain further constraints on the mass of WDM from the com-

bined set of measurements from classical satellites and streams, we
fit the data in Figure 10 with models for the WDM mass function
from Eqn. (2). Specifically, we vary the mass of WDM, 𝑚WDM, the
logarithmic slope 𝛼 and the normalization 𝑐0 of the CDM part of the
mass function (see Eqn. [1]), and the fraction of subhalos 𝑓survive in
the inner Milky Way that survives tidal disruption by the disk, while
fixing all other parameters related to the radial profile or the WDM
mass function. We use logarithmic priors on 𝑐0 (between 0.01 and
100 times the fiducial value given below Eqn. [1]) and on 𝑓survive
(conservatively between 0.1% and 50%). For 𝛼, our standard prior is
flat between −1.95 and −1.85, the range found in numerical simula-
tions of halo formation (Springel et al. 2008), but we also investigate
the effect of a looser uniform prior between −3 and −1. For 𝑚WDM,
we explore a variety of priors to assess the impact of the prior.
The likelihood thatwe use in the fit is composed of two parts, that of

the classical satellite counts and that of our new stream constraints on
the subhalo abundance. For the abundance of the classical satellites,
we compute the number of classical satellites that would exist in
each model and compare it to the observed number using the Poisson
distribution. For the subhalo abundance measurements from streams,
we use the PDFs from the determinations of the subhalo abundance
in different mass decades from section 3.2. We only use those from
the two highest-mass bins, because the upper limit in the 106 to
107M� bin is too weak to be useful for the WDM constraint. To be
able to easily use these PDFs, we approximate the curves in Figure 7
with smooth functions: for 107 to 108M�

ln 𝑝(𝑟 = log10 [𝑛sub/𝑛sub,CDM]) = − |𝑟 + 0.5|2.5

2 × 0.52
, (6)

and for the skewed PDF for 108 to 109M�

ln 𝑝(𝑟 = log10 [𝑛sub/𝑛sub,CDM])

= − |𝑟 + 0.7|2

2 × 0.32
(𝑟 < −0.7) (7)

= − |𝑟 + 0.7|2

2 × 0.62
(𝑟 ≥ −0.7) . (8)

For each model, we compute log10 [𝑛sub/𝑛sub,CDM] in each mass
bin and use these probabilities to compute the likelihood. We use
the affine-invariant emcee sampler to run MCMC analyses using this
likelihood and priors (Goodman & Weare 2010; Foreman-Mackey
et al. 2013).

To avoid the necessity of a hard cut-off in the prior on 𝑚WDM
as above, for a first analysis we use a conservative prior that is
flat in 1/𝑚WDM. With this prior, we find a 95% lower limit of
𝑚WDM > 4.9 keV. While the posterior on the logarithmic slope
of the subhalo mass function 𝛼 is the same as the prior, we do con-
strain the amplitude of the mass function to be 1.6+0.6−0.5 times the
fiducial value given below Eqn. (1) and the fraction of subhalos
in the inner Milky Way that survives disruption by the disk to be
𝑓survive = 0.21+0.17−0.11; although for the latter the PDF is wide, skewed,
and peaks at 𝑓survive ≈ 0.1. This indicates that a large fraction of
dark-matter subhalos is disrupted by the disk in the inner Galaxy.
Relaxing the prior on 𝛼 to be between −3 and −1, we find that
𝛼 = −2.1± 0.3; however, the PDFs on all other parameters are much
wider, because when allowing such extreme values of 𝛼 odd fits to the
data become possible (e.g., fits with low 𝑚WDM, high mass-function
amplitude, and small 𝛼 are able to fit the data, but such values are
not supported by numerical simulations of halo formation). For the
purpose of constraining 𝑚WDM, we therefore follow the results from
numerical simulations in setting 𝛼 ∈ [−1.95,−1.85].
A less conservative prior on 𝑚WDM is a flat prior on log𝑚WDM

as we have used above; equivalently, we can assume a flat prior
on log10 𝑀hm, the half-mode mass, which makes our results eas-
ier to compare to the best current constraints on 𝑚WDM from
strong lensing (see Gilman et al. (2019)). To be directly com-
parable to the strong lensing results, we use a uniform prior on
log10 𝑀hm/M� ∈ [4.8, 10]. In this case, we find a 95% lower limit
of 𝑚WDM > 6.3 keV or, equivalently, 𝑀hm < 4.3 × 107M� . The
PDFs for 𝛼, the normalization of the mass function, and 𝑓survive are
similar as those for the flat prior on 1/𝑚WDM. Compared to the results
from strong lensing, our constraint on 𝑚WDM is a keV stronger.

5 DISCUSSION AND CONCLUSIONS

In this paper we used the density power spectrum of the linear stellar
density of the GD-1 stream, whose data was obtained from Gaia
and PanSTARRS, to infer the abundance of dark matter substructure
within 20 kpc of the Galactic center. Assuming that the underdense
region centered at ∼ −40◦ was caused due to the stream progenitor
disruption ∼ 500 Myr years ago, we constructed GD-1 models of
dynamical age 3,4,5,6 and 7 Gyr. We studied the cumulative effects
of the known baryonic structures namely, the bar, spiral arms, the
GMCs and the GCs on the stream density by computing its density
power spectrum and showed that it is insufficient to account for the
observed level of power in the stream data. Including dark matter
substructures however, accounts for the observed density power.
In analyzing the GD-1 stream we have ignored the spur and blob

structures which were found in Price-Whelan & Bonaca (2018). Re-
cently, Bonaca et al. (2019) showed that the spur feature could be due
to an encounter with a compact substructure with a mass in the range
106−108M� and of scale size . 10 pc. Based on the relatively large
(& 10 kpc) separation between the GD-1 gap and the known baryonic
objects (GMCs, GCs and known Milky Way satellites) over the last
1 Gyr, they hypothesized that the likely candidate which might have
caused the spur is a dark matter subhalo.
Such a subhalo would be far more dense than standard CDM

substructure: a standard CDM subhalo of even the lower end of their
mass range, 106 M� , has a scale radius of ∼ 100 pc in our model
and is therefore totally incompatible with their requirements of a
spur-inducing mass. Using an extensive set of collisional N-body
simulations of the formation of the GD-1 stream, Webb & Bovy
(2018) found that the impact time preferred by Bonaca et al. (2019),
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∼ 500Myr ago, is a likely time at which the progenitor fully disrupted
during its last pericentric disk passage, creating the density gap at
𝜙1 ≈ −40◦; the spur may then have formed in the process of the
final disruption. de Boer et al. (2020) studied the effect of classical
satellites on GD-1 and found that the Sagittarius dwarf can create a
spur during a close encounter with GD-1. It is worth emphasizing
that the 5 Sgr models which showed observable density fluctuations
were hand picked out 1000 Sgr models constructed by sampling its
current phase space uncertainty to create big effect. As they have
correctly pointed out, this is therefore an unlikely possibility and not
a generic prediction, as shown by our Monte Carlo analysis of all of
the dwarf satellites discussed in section 2.3.1.3, which showed that
there is only a very small amount of density variations expected from
the influence of all classical satellites, including Sgr. Regardless of
what causes the spur and blob features, they occur far enough from
the main stream track that they are not included in our data and our
CDM/WDM modeling is therefore unaffected by them.
We have also ignored the diffuse envelope of stars around the

stream (Carlberg 2018) as found aroundGD-1 inMalhan et al. (2019)
where it was claimed that the progenitor globular cluster of the GD-1
stream was accreted along with its host dwarf galaxy into the Milky
Way halo and the diffuse envelope of stars is what remains of the
tidally disrupted dwarf galaxy. In this scenario, the GD-1 stream
is then the same thin stream as in our model cocooned within this
diffuse field of stars that has no bearing on our analysis and can be
excluded like the background stars. Carlberg (2018) also found that
in approximate 𝑁-body simulations of stellar-stream formation in
an evolving dark-matter halo with small-scale CDM substructure re-
moved, streams displayed significant density variations with almost
the same power as that from CDM substructure, although they did
not identify a physical reason for this effect. Conservatively, if this
effect contributes to the power that we observe, our resulting sub-
halo abundance would drop by a factor of two—still within the range
of abundances predicted by hydrodynamical simulations–because it
would mean that we can explain half of the observed power with-
out small-scale CDM substructure (and power scales approximately
linearly with subhalo abundance; see Bovy et al. (2017)). However,
more work identifying the reason for the density variations in the
evolving-DM-halo simulations is required to be able to fully assess
the impact of these effects.
We included the Pal 5 stream data from CFHT and applied

Bayesian statistics in the form of Approximate Bayesian Compu-
tation technique to constrain the dark matter subhalo abundance in
the mass range 105 − 109 M� relative to the fiducial CDM subhalo
abundance. We found that GD-1 alone prefers a subhalo abundance
that is consistent with the CDM prediction. However, because Pal
5 is heavily perturbed by the baryonic structures, it favors a low
abundance of subhalos. A joint analysis of the GD-1 and Pal 5
data sets infers a total abundance of dark subhalos, normalised to
standard CDM predictions using dark-matter-only simulations, of
𝑛sub/𝑛sub,CDM = 0.4+0.3−0.2. Alternatively, our result can be expressed
as the fraction 𝑓sub of the dark-matter halo within 20 kpc that is in
bound substructures: 𝑓sub = 0.14+0.11−0.07%. This number is fully con-
sistent with the depletion of a CDM population of subhalos by tidal
disruption due to the massive Galactic disk.
We also explored how the stream statistics can be used to constrain

the subhalo abundances in different mass decades. We found that the
stream statistics is insensitive to the abundance of subhalos below
106 M� . With the current level of noise we obtained measurements
of the subhalo abundance in the mass bins 107 − 108 M� and 108 −
109 M� that are both 𝑛sub/𝑛sub,CDM ≈ 0.2, and an upper limit in the
mass bin 106 − 107 M� of 𝑛sub/𝑛sub,CDM < 3.6 at 95% confidence,

using both the Pal 5 and GD-1 streams. Thus, for the first time, we
measure that the dark-matter subhalo abundance down to 107M�
is consistent with a CDM population of subhalos depleted by tidal
disruption due to the massive Galactic disk. Future surveys such as
LSST and WFIRST will resolve more stars along the streams with
better precision thereby lowering the level of noise in the data and
making our analysis sensitive to density variations at smaller angular
scales and hence lower mass subhalos.

While the results from GD-1 and Pal 5 are consistent, a true
discrepancy could result from a scenario where the Pal 5 stream
that we see is a remnant of a longer, older stream that got disrupted
by the combined effects of the baryonic structures and a CDM-
like population of subhalos. This speculation is based on what we
found in our Pal 5 stream simulations where we found that including
the baryonic structures and subhalos of CDM abundance resulted
in disrupting and truncating the stream. This could in principle be
verified by means of a chemical tagging analysis of the Pal 5 stream
stars and the background field of stars but given that the stream
members are extremely faint it will be very difficult to segregate
them from the background stars. So far, we have only considered Pal
5’s trailing arm, because the leading arm is outside the footprint of the
CFHT survey. Recently, Starkman et al. (2019) found ∼ 7◦ of stream
along the leading armof Pal 5 fromGaia. Future spectroscopic follow
up of those stars could allow us to dynamically model the leading
arm and include it in our study which would improve the constraints
coming from Pal 5 and could sharpen or ameliorate the discrepancy
of Pal 5’s preferred subhalo abundance with that inferred from the
GD-1 stream.

Finally, we investigated how the stream data can be used to con-
strain the mass of the dark matter particle in a model where the
entire population of dark matter is a thermal relic from the early
Universe. These results are discussed in more detail in a compan-
ion paper to this (Banik et al. 2020), but we summarize the results
here for the sake of completeness. First, we obtained a lower limit
on 𝑚WDM using the GD-1 data while keeping all the parameters of
the mass function fixed at their fiducial values, finding a best lower
limit of 𝑚WDM > 4.6 keV at 95%. Next, we explored how these con-
straints change if we let the amplitude and slope of the mass function
vary within reasonable prior ranges, which weakens the constraint
to 𝑚WDM > 3 keV at 95%. Finally, we used the subhalo abundance
measurements in the mass bins 107−108M� and 108−109M� that
we obtained in section 3.2 from the joint GD-1 and Pal 5 analysis,
and combined them with the classical Milky Way satellite counts in
the mass range 109.4 − 1011.4 M� to constrain 𝑚WDM. Using all of
these data, we find a 95% lower limit of 𝑚WDM > 6.3 keV.
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APPENDIX A: EFFECT OF THE SIZE OF CUT AROUND
THE PROGENITOR

In this appendix we demonstrate how the size of the cut around
the progenitor affects the density power spectrum of the stream.
The details of the progenitor’s disruption affect the stream density
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mainly within a few degrees of the progenitor (Bovy et al. 2017),
but to be conservative we chose a cut of 12◦ around the supposed
location of the progenitor for all the analyses in this paper. In Figure
C1, we show how the power spectrum of the GD-1 stream goes up
as the size of the cut is reduced from the fiducial case of 12◦ (in
green) to 8◦ (in red) and to 4◦ (in black). This happens because as
we remove more stream we remove density fluctuations making the
overall stream smoother and shorter. The error bars represent the
power in the data and the solid lines represent the power in mock
GD-1 streams analyzed with the same cut that are 7 Gyr old and
had encounters with all the previously discussed baryonic structures
and fiducial CDM abundance of subhalos. The gray shaded region in
figure is the 2𝜎 dispersion of power of the mock GD-1 stream with
the 4◦ cut.

APPENDIX B: SCENARIO IN WHICH THE GD-1
PROGENITOR DISRUPTION LED TO THE GAP AT
𝜙1 = −20◦

In this appendix, we investigate how the results of this paper are
affected had we assumed the disruption of the progenitor of the GD-
1 stream led to the gap at 𝜙1 = −20◦. As in the fiducial case, we
consider GD-1 stream models of dynamical age 3, 4, 5, 6 and 7 Gyr
and follow the same steps to generate these models and incorporate
effects from the baryonic structures and dark matter subhalos. As
before, we cut out 12◦ around the progenitor to exclude effects from
the disruption of the progenitor which makes the trailing arm 10◦ and
the leading arm 34◦ along 𝜙1. We find that just like in the fiducial
GD-1 stream model, in the absence of dark matter substructures, the
density power of the mock stream can not account for the observed
power. This is shown in Figure B1 where the power spectrum of the
observedGD-1 stream (indicated by error bars) is comparedwith that
of the 7 Gyr old GD-1model which was evolved in the presence (blue
line and blue shaded region) and absence (black line and gray shaded
region) of a fiducial CDM population of dark matter substructures.
The density power of the observed trailing arm is at the level of
noise power as most of the density information was removed by the
cut around the progenitor, rendering the power spectrum of this arm
ineffective for inferring the properties of the perturbers. We also
find the density power of younger stream models to be consistently
lower than older stream models similar to the trend seen in Figure 4.
Comparing Figure B1 with Figure 4, it can be seen that this alternate
GD-1 model requires a somewhat higher CDM subhalo abundance
to be consistent with data.
We then ran the same ABC analysis for inferring the overall abun-

dance of CDM subhalos using this GD-1 model and the posterior
distribution and the predicted abundance are shown in Figure B2 and
they are almost identical to those obtained with the fiducial GD-1
progenitor position. Therefore, the inferences in this paper do not
change when we use the alternative progenitor position. The slightly
higher abundance prediction in this model is expected as mentioned
above.

APPENDIX C: ADDING PERTURBATIONS AT LINEAR
ORDER

In this appendix, we demonstrate that the density power spectrum
as a result of linearly adding the density perturbations due to the
bar and spiral arms to the perturbed stream density due to impacts

with subhalos, GMCs, and GCs agrees with that due to the com-
bined effects of all the perturbers to good enough accuracy for the
purposes of our analyses. We use the same implementation of the
particle spray method as described in Banik & Bovy (2019), which
is based on the technique from Fardal et al. (2015). We first compute
the unperturbed stream density Δsmooth by sampling the phase space
coordinates and stripping time of 105 points along the stream gener-
ated in the axisymmetric Milky Way potential, and binning them in
1◦ bins along the length of the stream. To incorporate the effects of
the bar and spiral arms, we integrate the same sampled points back to
their respective time of stripping in the axisymmetric MilkyWay po-
tential and then integrate them forward in the bar + spiral MilkyWay
potential until today. We then bin them over the same bins and com-
pute their density Δbar+spiral. We subtract Δsmooth from Δbar+spiral to
obtain the density perturbation 𝛿bar+spiral due to the bar and spiral
arms. Next, we incorporate the effects due to the subhalo + GMC +
GC impacts by first computing the parameters of impact (perturber’s
mass, scale radius, flyby velocity, angle of impact, distance of closest
approach) and the time of impact following the same procedure as
described in sections 2.3.1.3 and 2.3.2 and computing the velocity
offsets using the impulse approximation. We then integrate the same
set of sampled points as for the bar+spiral perturbation back in time
in the axisymmetric Milky Way potential until their respective time
of stripping, followed by integrating them forward in the same poten-
tial until today while adding the velocity offsets to the points at their
respective time of encounter with the perturbers. The points are then
binned as before to compute the perturbed densityΔsubhalo+GMC+GC.
Finally, to compute the perturbed density due to the cumulative effect
of all the perturbers, Δcumulative, we follow the same procedure as
for the subhalo + GMC + GC impacts, except that we integrate the
points forward in the bar + spiral Milky Way potential.

To linear order, we should have that Δcumulative = Δbar+spiral +
Δsubhalo+GMC+GC and, most important for our analyses, that their
power spectra agree. Having computed the density perturbations,
we compute Δsubhalo+GMC+GC + 𝛿bar+spiral and compute its power
spectrum and compare with that due to Δcumulative. We compute the
scatter and median of the power spectra of 20 realizations of the
trailing arm of the Pal 5 stream and 20 realizations of the trailing
arm of a 7 Gyr GD-1 stream. We only test the oldest GD-1 stream
model since it will have the highest value of density perturbation due
to the bar and spiral arms 𝛿bar+spiral, and convergence of its power
spectra would imply that the power spectra for the younger streams
models will also converge. The results are shown in Figure C2. The
left panel shows the case for the GD-1 stream where we assumed the
fiducial CDM subhalo abundance. The right panel shows the case
for the Pal 5 stream for which we used 0.5 times the fiducial CDM
subhalo abundance since for abundances higher than that majority
of the stream realizations get completely disrupted. Also, as evident
from Figure 5, relative abundances above 0.5 are strongly disfavored.
The black solid lines represent the median power and the gray shaded
regions show the scatter of the 20 different realizations in which the
cumulative effects of all the perturbers namely, the bar, spiral arms,
GMCs, GCs and subhalos are taken into account. Similarly, the red
dashed lines represent themedian and the red shaded region represent
the scatter of the realizations in which the density perturbations due
to the bar and spiral arms are added to the perturbed density due to
impacts by the subhalos, GMCs and GCs. As evident, the median
power converges at scales greater than 8◦ in 𝜙1 for GD-1 and above 4◦
in 𝜉 for Pal 5, which are the relevant scales for the streams where the
signal dominates noise. It is worth pointing out that although using
the particle spray technique we are able to simulate the combined
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Figure B1. Density power spectrum of the GD-1 stream assuming that its progenitor disruption resulted in the gap at 𝜙1 = −20◦. The left panel shows the power
spectrum of the leading arm and the right panel shows the power spectrum of the trailing arm. The black errorbars represent the density power in the data and the
blue solid line shows the median density power of 1000 mock realizations of a 7 Gyr old stream that had impacts from the baryonic structures and one-third of
the fiducial populations of CDM subhalos. The blue shaded region shows the 2 𝜎 dispersion of power of these realizations. The black line and the gray shaded
region is the median power and the 2 𝜎 dispersion of density power in the absence of dark matter subhalo impacts.
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Figure B2. Posterior distribution and the predicted abundance in this alternate
GD-1 model (red) and in the fiducial case (blue).

effect of the bar, spiral arms, GMCs, GCs and subhalos, it is highly
time consuming and hence we do not use it for our ABC calculations.
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from the analysis. The points with the errorbars represent the power in the stream data with different extents of the stream around the progenitor cut out. The
dashed horizontal line represent the noise power in the data for the 4◦ cut. The solid lines represent the density power in mock GD-1 stream models of 7 Gyr age
as a result of its gravitational encounters with baryonic structures and sets of CDM subhalos. The 2 𝜎 dispersion of power in the 4◦ case is shown by the gray
shaded region.
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Figure C2. Comparison of the density power spectrum as a result of adding the density perturbations due to the bar and spiral arms 𝛿bar+spiral to the perturbed
density due to the subhalo + GMC + GC impacts, Δsubhalo+GMC+GC for the GD-1 and Pal 5 streams. The red dashed line shows the median density power of the
20 different realizations with added density perturbations and the red shaded region shows the scatter. The black solid line shows the median density power of
the 20 realizations with the cumulative effects of all the perturbers on the stream and the gray shaded region showing the corresponding scatter. The overlap of
these two shaded regions appear to give rise to a third color which is only a plotting artifact. The left panel shows the case of a 7 Gyr old GD-1 stream while the
right panel shows the case of the Pal 5 stream that is 5 Gyr old. Both median and scatter of the density power converges for both streams at scales where the
signal dominates noise, demonstrating that we can compute perturbations due to the bar+spiral and the subhalos + GMCs + GCs separately and add them for the
purpose of our ABC analyses in the main text.
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