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Longer answer to a question of yesterday
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How do we know the amount of energy absorbed by a superconductor from Δf? 

The absorption of E creates a δNqp
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then converted into changes in phase (df) and ampli-
tude relative to the center of the resonance loop (blue
marker in the circle reported in Figure 2). In the fol-
lowing analysis we use only the df signal, as for this
detector it is from 6 to 10 times larger than the ampli-
tude one, depending on the KID.

To determine the optimal microwave power, we eval-
uate the signal-to-noise ratio scanning from -80 dBm to
-50 dBm. Increasing the input power produces a reduc-
tion of the noise contribution from the amplifier but, on
the other hand, decreases the quasiparticles recombina-
tion time tqp and, as a consequence, the signal integra-
tion length. The microwave power that optimizes the
signal to noise ratio for each resonator is reported in
Table I.

The average noise power spectrum is reported in Fig-
ure 3 for phase (continuous line) and amplitude (dot-
ted line) read-out of each resonator. The flat noise ob-
served in the amplitude read-out and in the high fre-
quency region of the phase read-out, is consistent with
the noise temperature of the amplifier (TN ⇠ 7 K). The
low-frequency region of the phase spectra is dominated
by another noise source, whose origin is not clear yet.
It is not ascribable to two-level system noise, as it does
not depend on temperature or microwave power. Fur-
thermore, the presence of a mu-metal shield around
the cryostat should guarantee an efficient suppression
of noise due to static or low-frequency magnetic fields.
Since a fraction of this noise is found to be correlated,
it could be caused by frequency jitters in the read-out.
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FIG. 3. Average noise power spectrum for phase (continu-
ous line) and amplitude (dotted line) read-out. On top of the
white noise from the amplifier, the phase noise exhibits an
extra contribution at low frequency.

The high frequency noise in the acquired waveforms
is rejected off-line using a software low-pass filter. In
order to avoid distortions in the rise-time of the pulses,
the cut-off frequency is set at 100 kHz (tcut�o f f ⇠
1.6 µs). Finally, the waveforms are processed with the
optimum filter21,22, which includes a resonator-specific
rise time (see below). The results are not highly sensi-
tive to the choice of rise time.

In Figure 4 we show the typical response of the four
resonators to the interaction of 15 keV optical pulses,
obtained by averaging several pulses to suppress the
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FIG. 4. Response of the four resonators to 15 keV pulses pro-
duced by the optical fiber, placed in the proximity of KID-
2 and KID-3. The responses are obtained averaging many
pulses to reduce the random noise.

random noise contributions.
We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
its value is reported in Table I for each resonator.

IV. ENERGY CALIBRATION AND EFFICIENCY

The energy E absorbed in a resonator creates a num-
ber of quasiparticles dNqp = hE/D0, where h is the de-
tection efficiency. The variation dNqp produces a linear
shift of the resonant frequency f from the equilibrium
one f0
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where p0 = aS2( f , T)/4N0VD0. The parameter a
is the fraction of the total inductance due to kinetic
inductance, N0 is the single spin density of states
(1.72⇥1010 eV�1µm�3) and S2( f , T) is a slow function
of the temperature and of the resonant frequency that
relates the phase variation of the complex conductiv-
ity to Cooper pairs breaking. In our working condi-
tions, S2( f , T) is measured to be 2.3–2.6 depending on
the resonator. The active volume of the resonator V
is calculated by correcting the volume of the inductor
(96500 µm3) for the average variation of current density

• α: fraction of kinetic inductance  
• S2: slow function of T and f, relates the phase variation of the complex conductivity to Cooper pairs 

breaking (2.3 - 2.6) 
• Ν0: depends on material 
• V: active volume of the resonator
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then converted into changes in phase (df) and ampli-
tude relative to the center of the resonance loop (blue
marker in the circle reported in Figure 2). In the fol-
lowing analysis we use only the df signal, as for this
detector it is from 6 to 10 times larger than the ampli-
tude one, depending on the KID.

To determine the optimal microwave power, we eval-
uate the signal-to-noise ratio scanning from -80 dBm to
-50 dBm. Increasing the input power produces a reduc-
tion of the noise contribution from the amplifier but, on
the other hand, decreases the quasiparticles recombina-
tion time tqp and, as a consequence, the signal integra-
tion length. The microwave power that optimizes the
signal to noise ratio for each resonator is reported in
Table I.

The average noise power spectrum is reported in Fig-
ure 3 for phase (continuous line) and amplitude (dot-
ted line) read-out of each resonator. The flat noise ob-
served in the amplitude read-out and in the high fre-
quency region of the phase read-out, is consistent with
the noise temperature of the amplifier (TN ⇠ 7 K). The
low-frequency region of the phase spectra is dominated
by another noise source, whose origin is not clear yet.
It is not ascribable to two-level system noise, as it does
not depend on temperature or microwave power. Fur-
thermore, the presence of a mu-metal shield around
the cryostat should guarantee an efficient suppression
of noise due to static or low-frequency magnetic fields.
Since a fraction of this noise is found to be correlated,
it could be caused by frequency jitters in the read-out.
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FIG. 3. Average noise power spectrum for phase (continu-
ous line) and amplitude (dotted line) read-out. On top of the
white noise from the amplifier, the phase noise exhibits an
extra contribution at low frequency.

The high frequency noise in the acquired waveforms
is rejected off-line using a software low-pass filter. In
order to avoid distortions in the rise-time of the pulses,
the cut-off frequency is set at 100 kHz (tcut�o f f ⇠
1.6 µs). Finally, the waveforms are processed with the
optimum filter21,22, which includes a resonator-specific
rise time (see below). The results are not highly sensi-
tive to the choice of rise time.

In Figure 4 we show the typical response of the four
resonators to the interaction of 15 keV optical pulses,
obtained by averaging several pulses to suppress the
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FIG. 4. Response of the four resonators to 15 keV pulses pro-
duced by the optical fiber, placed in the proximity of KID-
2 and KID-3. The responses are obtained averaging many
pulses to reduce the random noise.

random noise contributions.
We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
its value is reported in Table I for each resonator.
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where p0 = aS2( f , T)/4N0VD0. The parameter a
is the fraction of the total inductance due to kinetic
inductance, N0 is the single spin density of states
(1.72⇥1010 eV�1µm�3) and S2( f , T) is a slow function
of the temperature and of the resonant frequency that
relates the phase variation of the complex conductiv-
ity to Cooper pairs breaking. In our working condi-
tions, S2( f , T) is measured to be 2.3–2.6 depending on
the resonator. The active volume of the resonator V
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(96500 µm3) for the average variation of current density
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tude relative to the center of the resonance loop (blue
marker in the circle reported in Figure 2). In the fol-
lowing analysis we use only the df signal, as for this
detector it is from 6 to 10 times larger than the ampli-
tude one, depending on the KID.
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is rejected off-line using a software low-pass filter. In
order to avoid distortions in the rise-time of the pulses,
the cut-off frequency is set at 100 kHz (tcut�o f f ⇠
1.6 µs). Finally, the waveforms are processed with the
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FIG. 4. Response of the four resonators to 15 keV pulses pro-
duced by the optical fiber, placed in the proximity of KID-
2 and KID-3. The responses are obtained averaging many
pulses to reduce the random noise.

random noise contributions.
We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
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FIG. 4. Response of the four resonators to 15 keV pulses pro-
duced by the optical fiber, placed in the proximity of KID-
2 and KID-3. The responses are obtained averaging many
pulses to reduce the random noise.

random noise contributions.
We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
its value is reported in Table I for each resonator.
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(1.72⇥1010 eV�1µm�3) and S2( f , T) is a slow function
of the temperature and of the resonant frequency that
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tions, S2( f , T) is measured to be 2.3–2.6 depending on
the resonator. The active volume of the resonator V
is calculated by correcting the volume of the inductor
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the noise temperature of the amplifier (TN ⇠ 7 K). The
low-frequency region of the phase spectra is dominated
by another noise source, whose origin is not clear yet.
It is not ascribable to two-level system noise, as it does
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thermore, the presence of a mu-metal shield around
the cryostat should guarantee an efficient suppression
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Since a fraction of this noise is found to be correlated,
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random noise contributions.
We fit the pulses with a model that includes the time
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onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
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and the optical fiber, and ranges from 2 µs (KID-2 and
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tion length. The microwave power that optimizes the
signal to noise ratio for each resonator is reported in
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ted line) read-out of each resonator. The flat noise ob-
served in the amplitude read-out and in the high fre-
quency region of the phase read-out, is consistent with
the noise temperature of the amplifier (TN ⇠ 7 K). The
low-frequency region of the phase spectra is dominated
by another noise source, whose origin is not clear yet.
It is not ascribable to two-level system noise, as it does
not depend on temperature or microwave power. Fur-
thermore, the presence of a mu-metal shield around
the cryostat should guarantee an efficient suppression
of noise due to static or low-frequency magnetic fields.
Since a fraction of this noise is found to be correlated,
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We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
its value is reported in Table I for each resonator.
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then converted into changes in phase (df) and ampli-
tude relative to the center of the resonance loop (blue
marker in the circle reported in Figure 2). In the fol-
lowing analysis we use only the df signal, as for this
detector it is from 6 to 10 times larger than the ampli-
tude one, depending on the KID.

To determine the optimal microwave power, we eval-
uate the signal-to-noise ratio scanning from -80 dBm to
-50 dBm. Increasing the input power produces a reduc-
tion of the noise contribution from the amplifier but, on
the other hand, decreases the quasiparticles recombina-
tion time tqp and, as a consequence, the signal integra-
tion length. The microwave power that optimizes the
signal to noise ratio for each resonator is reported in
Table I.

The average noise power spectrum is reported in Fig-
ure 3 for phase (continuous line) and amplitude (dot-
ted line) read-out of each resonator. The flat noise ob-
served in the amplitude read-out and in the high fre-
quency region of the phase read-out, is consistent with
the noise temperature of the amplifier (TN ⇠ 7 K). The
low-frequency region of the phase spectra is dominated
by another noise source, whose origin is not clear yet.
It is not ascribable to two-level system noise, as it does
not depend on temperature or microwave power. Fur-
thermore, the presence of a mu-metal shield around
the cryostat should guarantee an efficient suppression
of noise due to static or low-frequency magnetic fields.
Since a fraction of this noise is found to be correlated,
it could be caused by frequency jitters in the read-out.
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The high frequency noise in the acquired waveforms
is rejected off-line using a software low-pass filter. In
order to avoid distortions in the rise-time of the pulses,
the cut-off frequency is set at 100 kHz (tcut�o f f ⇠
1.6 µs). Finally, the waveforms are processed with the
optimum filter21,22, which includes a resonator-specific
rise time (see below). The results are not highly sensi-
tive to the choice of rise time.

In Figure 4 we show the typical response of the four
resonators to the interaction of 15 keV optical pulses,
obtained by averaging several pulses to suppress the
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random noise contributions.
We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
its value is reported in Table I for each resonator.
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where p0 = aS2( f , T)/4N0VD0. The parameter a
is the fraction of the total inductance due to kinetic
inductance, N0 is the single spin density of states
(1.72⇥1010 eV�1µm�3) and S2( f , T) is a slow function
of the temperature and of the resonant frequency that
relates the phase variation of the complex conductiv-
ity to Cooper pairs breaking. In our working condi-
tions, S2( f , T) is measured to be 2.3–2.6 depending on
the resonator. The active volume of the resonator V
is calculated by correcting the volume of the inductor
(96500 µm3) for the average variation of current density

Gao’s thesis, Doyle’s thesis, many other works on superconducting resonators…

http://L.%20Cardani%20et%20al,%20%20Eur.%20Phys.%20Journ%20C%2083,%20n.o%2094%20(2023)


Summary (of yesterday)

The qubit substrate is a target for radioactivity 

• Production of e/h charges —> localised effect 

• Phonon aftermath —> chip-wide effect 

• Phonon absorption in superconductor 

• Puzzling timescale (ms? Tens of ms?) 

• Yet faster than typical T1/T2 readout protocols 

• Phonon evacuation, QP recombination —>equilibrium
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• Mitigation of Radioactivity 

• Where does it come from 

• Shielding 

• Results: microwave resonators 

• Results: fluxonium qubits 

• Disentangling Radioactivity 

• Perspectives for particle detection



Where does Radioactivity Come From?

• Measurement of all possible sources of radioactivity, 
from environment to components 

• Monte Carlo simulation of their interaction rate in the 
substrate 

711 Tanay Roy - Fermilab11

The Device

CPW transmission 
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(/4 resonators

Substrate: HEMEX Sapphire

Wafer Dia Thickness

4 inch 650 um
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2 inch 432 um
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Au layer: <= 10 nm
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FIG. S7. Cryogenic wiring diagram of the measurement setups at LNGS and at FNAL.

least one event occurring in a time window !T is given
by Pimpact = 1→ e→r·!T, where r is the rate of impacts.
In a non-shielded laboratory setting, radioactivity a”ects
quantum computations less than 0.1% (1%) of the time
if the computation is completed within approximately
17ms (170ms). Note that the computation may include
multiple runs of an algorithm and not necessarily require
to be a single run lasting for !T. In a fully shielded
environment like LNGS, due to a much lower expected
radiation rate, we have instead Pimpact < 0.1% (1%) if
!T ↭ 250ms (2.5 s). The available computation time in-
creases further if a higher error probability is tolerated.
Fig. S6 shows the available computational time as a func-
tion of radiation impact rates around values estimated for
the two cases. The contour lines represent various con-
stant error rates, and the horizontal green shaded area
(< 1 ms) corresponds to the T1 times of contemporary
transmon qubits. In this regime, radiation induces errors
with a negligible Pimpact < 10→4. This means that even
if a calculation is repeated over 104 times, at most one
result would be corrupted due to radiation.

Most modern quantum algorithms, such as the varia-
tional quantum eigensolver or quantum approximate op-
timization, require less than a millisecond for a single
iteration and involve a large number of repetitions (↑
O(104)). Therefore, we can conclude that environmen-
tal radiation has a negligible e”ect on current transmon-
based quantum computing platforms, even if error cor-

rection fails due to a radiation impact. However, as on-
going research continues to extend coherence times [45],
radiation-induced errors will become a significant concern
for large-scale quantum processors. Conventional error-
correcting codes, such as surface codes [59], which rely on
detecting and correcting uncorrelated errors in nearby
qubits, may struggle to address these errors, as radia-
tion events often disrupt multiple adjacent qubits simul-
taneously [20]. To overcome this challenge, novel error-
correcting codes like quantum low-density parity-check
(LDPC) codes [60] are being developed. These codes
leverage long-range interactions, making them more re-
silient to localized errors caused by radiation and other
environmental factors [49].

F. Measurement Setup

The measurement setups at the two locations are
shown in Fig. S7. The transmon qubit is measured
in a hangar geometry, where a ω/4 coplanar waveguide
(CPW) readout resonator is coupled to a transmission
line. Both qubit control and readout pulses are sent
through a common input line. This input line is attenu-
ated by 60-70 dB, with attenuation distributed between
the 4-K and mixing chamber stages. At the base plate,
copper-body 20 dB attenuators are used to ensure e”ec-
tive thermalization.
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least one event occurring in a time window !T is given
by Pimpact = 1→ e→r·!T, where r is the rate of impacts.
In a non-shielded laboratory setting, radioactivity a”ects
quantum computations less than 0.1% (1%) of the time
if the computation is completed within approximately
17ms (170ms). Note that the computation may include
multiple runs of an algorithm and not necessarily require
to be a single run lasting for !T. In a fully shielded
environment like LNGS, due to a much lower expected
radiation rate, we have instead Pimpact < 0.1% (1%) if
!T ↭ 250ms (2.5 s). The available computation time in-
creases further if a higher error probability is tolerated.
Fig. S6 shows the available computational time as a func-
tion of radiation impact rates around values estimated for
the two cases. The contour lines represent various con-
stant error rates, and the horizontal green shaded area
(< 1 ms) corresponds to the T1 times of contemporary
transmon qubits. In this regime, radiation induces errors
with a negligible Pimpact < 10→4. This means that even
if a calculation is repeated over 104 times, at most one
result would be corrupted due to radiation.

Most modern quantum algorithms, such as the varia-
tional quantum eigensolver or quantum approximate op-
timization, require less than a millisecond for a single
iteration and involve a large number of repetitions (↑
O(104)). Therefore, we can conclude that environmen-
tal radiation has a negligible e”ect on current transmon-
based quantum computing platforms, even if error cor-

rection fails due to a radiation impact. However, as on-
going research continues to extend coherence times [45],
radiation-induced errors will become a significant concern
for large-scale quantum processors. Conventional error-
correcting codes, such as surface codes [59], which rely on
detecting and correcting uncorrelated errors in nearby
qubits, may struggle to address these errors, as radia-
tion events often disrupt multiple adjacent qubits simul-
taneously [20]. To overcome this challenge, novel error-
correcting codes like quantum low-density parity-check
(LDPC) codes [60] are being developed. These codes
leverage long-range interactions, making them more re-
silient to localized errors caused by radiation and other
environmental factors [49].

F. Measurement Setup

The measurement setups at the two locations are
shown in Fig. S7. The transmon qubit is measured
in a hangar geometry, where a ω/4 coplanar waveguide
(CPW) readout resonator is coupled to a transmission
line. Both qubit control and readout pulses are sent
through a common input line. This input line is attenu-
ated by 60-70 dB, with attenuation distributed between
the 4-K and mixing chamber stages. At the base plate,
copper-body 20 dB attenuators are used to ensure e”ec-
tive thermalization.
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Where does Radioactivity Come From?
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L. Cardani et al, 

Eur. Phys. Journ C 83, n.o 94 (2023)

https://link.springer.com/article/10.1140/epjc/s10052-023-11199-2


Where does Radioactivity Come From?

Source Interactions in chip

Lab γ rays 1 event / 32 seconds

~ 2 events / minute

Muons 1 / 125 seconds

~ 1 event / 2 minutes

Materials 1 / 370 seconds

~1 event / 6 minutes

Neutrons 1 / (2 hours)

Total 1 event / 24 seconds

12

Almost entirely dominated by the PCB

19% of the total number of events

Fowler 2024 repeated these simulations on their device and 
made a validation against data with a resonator

http://PRX%20Quantum,%20volume%205(4),%20page%20040323%20(2024)


Recent result: validation (US group)

P. M. Harrington et al. 202413

Synchronous Detection of Cosmic Rays and Correlated Errors
in Superconducting Qubit Arrays

Patrick M. Harrington,1, ⇤ Mingyu Li,2 Max Hays,1 Wouter Van De Pontseele,2 Daniel Mayer,2 H. Douglas Pinckney,2
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3
MIT Lincoln Laboratory, Lexington, MA 02421, USA
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Quantum information processing at scale will require su�ciently stable and long-lived qubits,
likely enabled by error-correction codes [1]. Several recent superconducting-qubit experiments [2–4],
however, reported observing intermittent spatiotemporally correlated errors that would be
problematic for conventional codes, with ionizing radiation being a likely cause. Here, we directly
measured the cosmic-ray contribution to spatiotemporally correlated qubit errors. We accomplished
this by synchronously monitoring cosmic-ray detectors and qubit energy-relaxation dynamics of
10 transmon qubits distributed across a 5⇥5⇥0.35 mm3 silicon chip. Cosmic rays caused correlated
errors at a rate of 1/(592+48

�41 s), accounting for 17.1± 1.3% of all such events. Our qubits responded
to essentially all of the cosmic rays and their secondary particles incident on the chip, consistent
with the independently measured arrival flux. Moreover, we observed that the landscape of
the superconducting gap in proximity to the Josephson junctions dramatically impacts the qubit
response to cosmic rays. Given the practical di�culties associated with shielding cosmic rays [5],
our results indicate the importance of radiation hardening—for example, superconducting gap
engineering—to the realization of robust quantum error correction.

Ionizing radiation from cosmogenic and terrestrial
sources is ever-present in the laboratory environment.
The former includes cosmic rays and their secondary
particles (muons, neutrons, etc.), which shower the
earth with a continuous flux of high-energy ionizing
radiation [6]. Terrestrial examples include gamma-
ray emission from trace quantities of potassium-40 and
progeny nuclei of the uranium and thorium decay
chains [7], all arising from isotopes found in common
laboratory materials, from the concrete in the walls to
metal fixtures and printed circuit boards [5, 8]. While
terrestrial sources of radiation can generally be abated by
dense shielding (typically lead) and the careful selection
of low-radioactivity materials [5, 8, 9], cosmogenic
radiation penetrates matter with such incredibly high
momentum (& 1GeV/c) that it is only significantly
attenuated by the overburden present in underground
facilities. The di�culty of shielding cosmic rays thus
presents a challenge for solid-state quantum processors.

Ionizing radiation a↵ects the electrical response and
quantum coherence of superconducting circuits [10–
12]. Radiation ionizes atoms within a circuit substrate,
creating energetic electron-hole pairs that relax via a
cascade involving electron-hole recombination, secondary
charge carriers, and phonons. A portion of the energy
imparted to the substrate is thereby transported to
the superconducting circuit elements [13], where it
generates non-equilibrium quasiparticles that alter the
circuit performance [14, 15].
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FIG. 1. Synchronous detection of cosmic rays
and qubit relaxation. The experiment included a qubit
array and scintillating radiation detectors (below cryostat)
for continuous monitoring of qubit relaxation and cosmic
rays. We identified individual cosmogenic particles (purple
arrow) impacting the qubit array by coincidence-timing of
spatiotemporally correlated qubit relaxation and detector
pulses.
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characterized their recovery dynamics. We analyzed
each qubit individually by binning the single-shot
measurement results in time. The decay probability
within each time bin is

p =
ndecay

nprep
, (4)

where nprep is the number of preparations and ndecay

is the number of decays within the bin. The decay
probability relates to a decay rate as

p = 1�Ae���t, (5)

where � is the decay rate, �t = 3µs is the e↵ective delay
time between qubit state preparation and measurement,
and A is a constant related to preparation and
measurement fidelity. We used 1,880 pre-trigger
measurement cycles (⇡ 29ms prior to the event onset)
to evaluate, ppre, a baseline probability of relaxation
(Eq. 4). We also evaluated the decay probability
using shorter duration time bins (40 cycles ⇡ 0.7ms)
to capture the dynamics of decay-rate fluctuations and
recovery. Figure 5a displays the decay probability of
Q2 during an example event. We show the pre-trigger
baseline probability ppre (gray) and the 40-cycle bins,
labeled pt, both before and after the event onset. We
calculated (Eq. 5) the decay-rate change ��t relative to
the pre-trigger baseline, as shown in Figure 5b for for the
pre- and post-trigger time bins.

Temporal correlations within an event were
summarized in terms of a time constant ⌧i (of each qubit
i) for the decay rate recovery to baseline. Each qubit
exhibits a recovery time constant that is consistent from
event to event. The average recovery dynamics for each
qubit (Fig. 5c) clearly have two distinct timescales among
the qubits: five qubits have a slow (⌧ ⇡ 6ms) recovery
while the other five qubits have a fast (⌧ ⇡ 0.7ms)
recovery. The recovery timescales are directly related
to the orientation of the Josephson junction electrodes
relative to the aluminum ground plane of the qubit
array (Section A1b). The origin of these di↵erences is
likely due to the influence of the superconducting gap
structure near the Josephson junction on quasiparticle
dynamics, though thorough elucidation will be the focus
of future work (Section A1 c).

We characterized the scale of spatial correlations in
terms of the number of qubits participating in each event.
Here, we analyzed the latter 147.1 hours of data for which
all 10 qubits were measured (Section A3). We defined
a qubit to participate in an event if its initial decay-
rate change (example indicated in Figure 5b) exceeded
a threshold ��init � 1/(5µs), which was chosen to
limit false-positive assignment. The likelihood that a
given qubit participated in any given event ranges from
47%� 67% (and is not directly related to Josephson
junction placement). Figure 5d shows the distribution
of the number of qubits participating in each event
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FIG. 5. Severity of spatiotemporally correlated
relaxation events. (a) The probability of relaxation
is calculated for each qubit within each event. As an
example, we show the decay probability of Q2 for an
example event. The probabilities pt are evaluated for
each bin of 40 measurement cycles (black). The baseline
decay probability ppre was evaluated from a single pre-
trigger bin of 1880 single-shots (gray). (b) The decay-rate
change during this event displays a rapid onset and ⇡ 6ms
timescale recovery. The initial decay-rate change, ��init

was evaluated to determine the participation of each qubit
within each event. (c) The average decay-rate change over
all events shows two distinct timescales of recovery among
the qubits. Traces are incrementally o↵set by 1µs�1. (d)
The number of qubits participating in each event was based
on thresholding the initial decay rate (��init � 1/(5µs)).
The error bars indicate counting statistics for the total in
each bin. Stacked histograms show the relative contribution
from cosmic rays (purple) and other sources (gray), as
calculated from coincidence measurements. Uncertainty
in the constructed distributions is based on the counting
statistics of coincidence events.

• Correlated errors: 1 / (100 sec) 

• Only 17% of correlated errors come from 
cosmic rays 

• Cosmic rays affect a large number of qubits

https://arxiv.org/abs/2402.03208


Recent result: validation (China group)

Xue-Gang Li et al. 202414

• Correlated errors: 1 /(12.3 sec) 

• With minimal lead shield: 1/ (16.7 sec) 

• Cosmic rays account for (only) 19% of the events  

• Evacuation time of 20-40 μs, 2 orders of magnitude faster w.r.t. Google.  

• Hypothesis: tantalum as ground plane is effective.

4

FIG. 3: The coincidence experiment. (a) The time series of continuously monitoring the smoothed rates of multi-qubit simultaneous charge-
parity jump (the blue line) to observe the coincidences between QPs bursts and muon events over durations of 598 s. The selected peaks
(orange dots) are identified as the QPs burst with the threshold 0.31 shown in black dashed lines. In (a), we detect 41 QPs bursts and 127
muon events (blue dots). The independent random coincidence rate is extremely low, however, 10 coincident events are identified here. (b),(c)
Time-slices of a typical coincidence event. The voltage of MDA and MDB displaying the peak simultaneously is identified as a muon event.
The red line indicates the coincidence moment. (d) The histograms of the time intervals between neighboring coincidence events for MQSCPJ
experiments. The blue and light blue bars represent all QPs bursts and coincidence events, respectively. This histogram obeys exponential
distribution and can be fitted to give the average event occurring time, respectively. (e) Similar with (a), The smoothed rates of multi-qubit
simultaneous bit fip (MQSBF) are monitored over 22399 s with a threshold of 0.18. 75 QPs bursts, 4751 muon events (not shown), and 12
coincident events are detected. Inset of (e): similar with (c), except that we only record the timestamp of the muon events. (f) Similar to (d),
The histograms of MQSBF experiments also give the average event occurring time of all QPs bursts and coincidence events. (g), (h) As for
coincidence events, by setting the muon events as the trigger events shown in red solid lines, we can obtain the average dynamic processes of
the MQSCPJ and MQSBF rates shown in blue dots. Black lines are the exponential fitted data and thus yield the recombination time (tre) with
36±3 µs and 21±2 µs, respectively. To better describe this rapid process, the length of the smoothing window used in (g) is only 2 sampling
points, while no smoothing window is used in (h).

20 ns is shown in Fig. 3b. We identify the coincidences be-
tween QPs bursts and muon events by confirming both peaks
of the events fall within the time window of 100 µs, shown
in Figs. 3b and 3c. Since the signal of the QPs burst ap-
pears wider after smoothing, this does not necessarily mean
that the QPs burst precedes the occurrence of muon events.
If the QPs bursts and muon events are completely uncorre-
lated, the probability of one coincidence within the duration
of 598 s is (41⇥127)/(598 s/100 µs) ⇡ 8.7⇥10�4 [25]. How-
ever, 10 coincident events are identified, as indicated by the
red solid lines, thus providing direct experimental evidence of
these QPs bursts being induced by the muon events. In addi-
tion, we repeat the MQSCPJ experiments and exponentially
fit the histograms of the time intervals between neighboring
events to yield the average occurrence times of 12.7± 0.4 s
for all QPs bursts, 67 ± 3 s for muon-induced QPs bursts,
shown in Fig. 3d. Taking into account the size of our qubit
chip (15mm⇥15mm), we can calculate a coincidence occur-
rence rate of 0.40±0.02 min�1cm�2. The contribution of the
carrier chip to the coincidence occurrence rate requires further
investigation.

Correlated bit-flip errors exert a more big influence on the
quantum error correction in superconducting qubits [9, 10].
Here we also perform the MQSBF experiment, and record 75
QPs bursts and 4751 muon events in a duration of 22399 s,
shown in Fig. 3e. We only capture the timestamps of muon
events to minimize data storage requirements in long-term
MQSBF experiments. As indicated by the red solid lines, 12
coincident events are also observed, whereas, the uncorrelated
hypothesis gives the probability of one coincidence within the
duration of 22399 s is 1.6⇥10�3. This again confirms that
the QPs bursts are induced by muon events. The repeated
MQSBF experiments give the average occurrence times of
386±19 s for all QPs bursts, 1500±173 s for muon-induced
QPs bursts, shown in Fig. 3f.

To resolve the dynamic behavior of the QPs bursts induced
by muon events, we designate the muon events as the trig-
ger event and average the corresponding coincident events,
as shown in Figs. 3g and 3h. To describe this fast process
in more detail, we employ a smoothing window with only 2
sampling points for the MQSCPJ experiment and avoid using
the smoothing window for the MQSBF experiment. We fit the
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FIG. 1. Comparison of the two experimental sites.

(a) The above-ground cryostat at FNAL is exposed to en-
vironmental radiation and cosmic-rays, whereas the deep-
underground cryostat at LNGS is strongly guarded from cos-
mic muons by the 1.4 km deep rock overburden and from en-
vironmental ω ray through a Copper plus Lead shielding. (b)
The left and right panels display data taken at FNAL and
LNGS, respectively. Standard T1 measurements performed
on the same device show similar fluctuations at both sites.
However, these measurements are too slow to detect rapid T1

drops at millisecond time scales potentially due to radiation
impact.

L’Aquila, Italy). The aim of this study is to quantify the
e!ect of environmental radioactivity on such a device.

The paper is structured as follows. To understand
how di!erent radiation environments a!ect qubit perfor-
mance, first we compare the average relaxation time of
a qubit above ground at FNAL and deep underground
at LNGS (Sections I – II). Our results show that, as ex-
pected, radioactivity has a negligible e!ect even on trans-
mons with a relaxation time of 0.1 milliseconds. By de-
veloping a fast decay detection with active reset protocol
and a novel analysis technique, we are able to disentangle
radiation-induced events (Sections III – V). We system-
atically explore how various experimental parameters—
such as qubit relaxation time and the sampling period of
the fast reset—influence the results. We find that ra-
diation induced event rates are significantly higher at
FNAL compared to that at LNGS. Finally, we expose
the superconducting chip to calibrated ω-ray sources in a
controlled, low-background environment, to further char-
acterize the qubit’s response to radiation and validate our
findings (Section VI).

I. DEVICE AND EXPERIMENTAL LOCATIONS

The chip consisted of a 432µm thick HEMEX grade
Sapphire substrate with dimensions of 7.5→7.5mm2. The
entire substrate was covered in Niobium, which creates a
ground plane that may act as a phonon trap, diminishing
phonon propagation and absorption in the active part of
the qubit [43, 44]. Eight Niobium transmons with dif-
ferent geometries were deposited on the chip, as detailed
in Supplementary Section A. To mitigate losses caused
by the formation of Nb2O5, the qubits’ surfaces were
capped with a ↑10 nm thick layer of Gold [45]. This
capping technique allowed us to achieve long T1 values,
ranging from tens up to hundreds of microseconds, an
essential feature for observing relaxation time variations
on microsecond timescales.

To predict the rate of hits due to ionizing radiation, we
performed a Monte Carlo simulation using the GEANT4
framework [47] developed in Ref. [40]. We anticipate the
total rate of radiation events interacting within the chip
at FNAL and LNGS to be (42 ± 3) → 10→3 events/sec
and (4.0 ± 0.6) → 10→3 events/sec, respectively. Table I
summarizes the simulation results, with detailed infor-
mation provided in Supplementary Section B. At FNAL
(Fig. 1(a), left panel), the rate of impacts in the Sap-
phire substrate is dominated by ω-rays from naturally
occurring radioactive isotopes, with cosmic-ray muons
also contributing significantly. At LNGS (Fig. 1(a),
right panel), muon interactions are reduced by six or-
ders of magnitude due to the 1.4 km rock overburden,
and gamma radiation is minimized by Copper and Lead
shields, installed both inside and around the cryostat.
The last source of radiation arises from the materials
of the chip and its surrounding components. In a prior
study within the SQMS Round Robin project [40], we
measured the radioactive content of each component and
determined that cables, connectors, amplifiers, and cir-

Source FNAL LNGS

[events/sec] [events/sec]

Lab ω-ray (31± 2)→ 10→3 (1.3± 0.1)→ 10→3

Muons (8± 0.5)→ 10→3 < 10→5

Setup (2.7± 0.5)→ 10→3 (2.7± 0.5)→ 10→3

Total (42± 3)→ 10→3 (4.0± 0.6)→ 10→3

TABLE I. Expected rate of interactions in the Sapphire sub-
strate at the two experimental locations. The expected inter-
action rates were obtained by scaling the simulation results
using both measured and theoretical inputs. Specifically, the
ω-ray flux in the experimental rooms were measured with a
3” portable NaI spectrometer, yielding (1.7±0.9) ω/cm2/sec
at FNAL and (1.0±0.5) ω/cm2/sec at LNGS. For muons, a
flux of 1µ/cm2/min was assumed at FNAL, based on the
site altitude, while a six-order-of-magnitude suppression fac-
tor was applied to estimate the flux at LNGS [46]. Lastly, the
radioactive contamination of the experimental setup compo-
nents was measured in Ref. [40].

Source Interactions in chip

Lab γ rays 1 event / 32 seconds

~ 2 events / minute

Muons 1 / 125 seconds

~ 1 event / 2 minutes

Materials 1 / 370 seconds

~1 event / 6 minutes

Neutrons 1 / (2 hours)
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FIG. 1. Comparison of the two experimental sites.

(a) The above-ground cryostat at FNAL is exposed to en-
vironmental radiation and cosmic-rays, whereas the deep-
underground cryostat at LNGS is strongly guarded from cos-
mic muons by the 1.4 km deep rock overburden and from en-
vironmental ω ray through a Copper plus Lead shielding. (b)
The left and right panels display data taken at FNAL and
LNGS, respectively. Standard T1 measurements performed
on the same device show similar fluctuations at both sites.
However, these measurements are too slow to detect rapid T1

drops at millisecond time scales potentially due to radiation
impact.

L’Aquila, Italy). The aim of this study is to quantify the
e!ect of environmental radioactivity on such a device.

The paper is structured as follows. To understand
how di!erent radiation environments a!ect qubit perfor-
mance, first we compare the average relaxation time of
a qubit above ground at FNAL and deep underground
at LNGS (Sections I – II). Our results show that, as ex-
pected, radioactivity has a negligible e!ect even on trans-
mons with a relaxation time of 0.1 milliseconds. By de-
veloping a fast decay detection with active reset protocol
and a novel analysis technique, we are able to disentangle
radiation-induced events (Sections III – V). We system-
atically explore how various experimental parameters—
such as qubit relaxation time and the sampling period of
the fast reset—influence the results. We find that ra-
diation induced event rates are significantly higher at
FNAL compared to that at LNGS. Finally, we expose
the superconducting chip to calibrated ω-ray sources in a
controlled, low-background environment, to further char-
acterize the qubit’s response to radiation and validate our
findings (Section VI).

I. DEVICE AND EXPERIMENTAL LOCATIONS

The chip consisted of a 432µm thick HEMEX grade
Sapphire substrate with dimensions of 7.5→7.5mm2. The
entire substrate was covered in Niobium, which creates a
ground plane that may act as a phonon trap, diminishing
phonon propagation and absorption in the active part of
the qubit [43, 44]. Eight Niobium transmons with dif-
ferent geometries were deposited on the chip, as detailed
in Supplementary Section A. To mitigate losses caused
by the formation of Nb2O5, the qubits’ surfaces were
capped with a ↑10 nm thick layer of Gold [45]. This
capping technique allowed us to achieve long T1 values,
ranging from tens up to hundreds of microseconds, an
essential feature for observing relaxation time variations
on microsecond timescales.

To predict the rate of hits due to ionizing radiation, we
performed a Monte Carlo simulation using the GEANT4
framework [47] developed in Ref. [40]. We anticipate the
total rate of radiation events interacting within the chip
at FNAL and LNGS to be (42 ± 3) → 10→3 events/sec
and (4.0 ± 0.6) → 10→3 events/sec, respectively. Table I
summarizes the simulation results, with detailed infor-
mation provided in Supplementary Section B. At FNAL
(Fig. 1(a), left panel), the rate of impacts in the Sap-
phire substrate is dominated by ω-rays from naturally
occurring radioactive isotopes, with cosmic-ray muons
also contributing significantly. At LNGS (Fig. 1(a),
right panel), muon interactions are reduced by six or-
ders of magnitude due to the 1.4 km rock overburden,
and gamma radiation is minimized by Copper and Lead
shields, installed both inside and around the cryostat.
The last source of radiation arises from the materials
of the chip and its surrounding components. In a prior
study within the SQMS Round Robin project [40], we
measured the radioactive content of each component and
determined that cables, connectors, amplifiers, and cir-

Source FNAL LNGS

[events/sec] [events/sec]

Lab ω-ray (31± 2)→ 10→3 (1.3± 0.1)→ 10→3

Muons (8± 0.5)→ 10→3 < 10→5

Setup (2.7± 0.5)→ 10→3 (2.7± 0.5)→ 10→3

Total (42± 3)→ 10→3 (4.0± 0.6)→ 10→3

TABLE I. Expected rate of interactions in the Sapphire sub-
strate at the two experimental locations. The expected inter-
action rates were obtained by scaling the simulation results
using both measured and theoretical inputs. Specifically, the
ω-ray flux in the experimental rooms were measured with a
3” portable NaI spectrometer, yielding (1.7±0.9) ω/cm2/sec
at FNAL and (1.0±0.5) ω/cm2/sec at LNGS. For muons, a
flux of 1µ/cm2/min was assumed at FNAL, based on the
site altitude, while a six-order-of-magnitude suppression fac-
tor was applied to estimate the flux at LNGS [46]. Lastly, the
radioactive contamination of the experimental setup compo-
nents was measured in Ref. [40].

Gran Sasso: rock overburden 1.4 km 

Source Interactions in chip

Lab γ rays 1 event / 32 seconds

~ 2 events / minute

Muons 1 / 125 seconds

~ 1 event / 2 minute

Materials 1 / 370 seconds

~1 event / 6 minutes

Neutrons 1 / (2 hours)
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Alternatives to PCBs can come 
from field of particle detectors 

Source Interactions in chip

Lab γ rays 1 event / 32 seconds

~ 2 events / minute

Muons 1 / 125 seconds

~ 1 event / 2 minute

Materials 1 / 370 seconds

~1 event / 6 minutes

Neutrons 1 / (2 hours)



Summary: underground shielded lab
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Factor 10 improvement!

Source Interactions in chip In Gran Sasso

Lab γ rays 1 event / 32 seconds 1 event / 700 seconds

Muons 1 / 125 seconds 1 / 125 seconds

Materials 1 / 370 seconds 1 / 370 seconds

Neutrons 1 / (2 hours) 1 / (2 hours)

Total 1 event / 24 seconds 1 event / 250 seconds

See also study done in another facility by B. Loer et al (2024)

http://JINST%2019%20P09001%20(2024)
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Historical background: INFN/KIT measurements

• DEMETRA project: 
• Chip with 3 superconducting circuits 
• Counted ``QP bursts” 
• In contrast to “T1” measurements, enables 

real-time detection of the effects

22

First observation: MIT/PNLL predicted a 
background from QP bursts of xQP ~ 7x10-9 

We measured bursts up to xQP ~ 3x10-4
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.

Cardani et al, Nat. Comm. 2021

https://www.nature.com/articles/s41467-021-23032-z
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The rate of QP bursts (radioactive 
impacts) changes according to the 
predictions 

Removal of lead shield further confirmed 
the predictions 

Deployment of source to increase the rate 
to values higher than environmental 
radioactivity
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-

https://www.nature.com/articles/s41467-021-23032-z


Results: global performance?

24

What is the effect on the device? 

In this case, we are operating them as 
resonators 

—> no T1, T2, … 

We did monitor the internal quality factor: the 
higher the quality factor, the longer the 
coherence

6

S5. MEASUREMENT OF THE INTERNAL QUALITY FACTOR

We fit the complex reflection coe�cient S11 of the resonators with the procedure detailed in Ref. [5] in order to
extract the internal and coupling quality factors and the resonant frequency. We compute the average number of
drive photons circulating in the resonators as n̄ = 4PcoldQ2

l /(~!2
0Qc), where Pcold is the VNA probe power minus the

nominal attenuation on the line down, Ql and Qc are the loaded and coupling quality factors, and !0 is the resonant
frequency in radians per second. We set the IF bandwidth of the VNA to 10 kHz and we average for 500 times. We
plot the results in Fig. S5.1.
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FIG. S5.1. Measurement of the internal quality factor. Reflection coe�cient of resonator A (left) and C (right),
normalized to the sample holder response and plotted in the complex plane. We show data for both resonators in G (green)
compared to those in K (blue) and in G with the Pb shield removed and ThO2 source added (red). Crosses and solid lines
indicate the raw data and the circle fit from Ref. [5], respectively.
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-

Radioactivity diminished by ~ 30/50 

Quality factor improved for all the 
three resonators! 

BUT 

It improved by 2-3 compared to KIT 

Same environment: we deployed the 
source, it diminished by only 20% 

Why?

Results: global performance?
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• When radioactivity changed by x100 with 
all other experimental conditions fixed, 
quality factor worsen but only by ~20%
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Fluxonium qubit
What changes from TRANSMON 

Two conjugate variables: 

• Φ: The phase difference across the two sides of JJ 

• n: The number of Cooper pairs transferred across JJ 

EJ >> EC 

• The phase difference is well defined 

• Small fluctuations in the charge are irrelevant
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Fluxonium qubit
FLUXONIUM 

Evolution of transmon (+ large inductance) 

We add another energy scale: the inductive energy EL 

(EJ > EC) —> the phase is still well defined but: 

(EJ >> EL) —> the phase can explore more potential minima 

How do I create these potential structures?  

I apply a Bext —> induce a φext —> change the potential 
levels
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Fluxonium qubit: advantages

Coil

• In transmon, states |0> and |1> are in the same potential well 

• wavefunction highly localised 

• Couples strongly to any nearby defect (TLS) 

• fluxonium: delocalise quantum states in multiple wells and 
this spread wavefunction 

• Higher non-linearity: less leakage from (too) excited states 

• For a particular choice of φext, the system has a symmetry that 
suppresses flux noise (even though still present)
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Measurements Initialisation

Coil

Optimisation of the magnetic field (coil) 

• Start scanning the resonator coupled to the qubit  

• Apply current to the coil —> B —> φext —> f01  changes 

• Increase current in the coil —> increase B; …

f01 of the fluxonium crosses the 
resonator f multiple times 

Fast energy exchange with resonator 
—> qubit not isolated anymore



32

Radioactivity Effect (1)

We selected our “sweet spot”, where the qubit has long coherence, less noise, … 

We monitor the resonator frequency: what happens? 

Frequency jump = trapped flux escaped 

We have to start all over again :(
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Operating the same device in a radio pure environment improves the time locking 
from tens of minutes to days! 

And what happen if we start manipulating the qubit?

4

A

B

C

(a) (b)
A A

Figure 3. Fluxon dynamics measured deep-underground in LNGS. The LNGS cryostat is located under a 1.4 km granite
overburden (3.6 km water equivalent) and is additionally protected from ionizing radiation with lead shields located both inside
and outside the refrigerator. We measured a chip with three gradiometric devices (labeled A, B and C) to check correlations
between flux tunneling events. Top panels: the left-hand panels in (a) and (b) show the field dependence of device A in
two separate cooldowns demonstrating odd and even state initialization, respectively. The right-hand panels show time traces
measured at B⊥ = 0. Notice the stability of the trapped flux on timescales of days, before exposing the cryostat to a ThO2

radioactive source (red vertical line), which activates fluxon dynamics. The blue vertical line indicates source removal. The
bottom panels show measured switching dynamics between odd and even states for all devices during ThO2 exposure.

below the critical temperature Tc,grAl ≈ 2K of the grAl
film. However, the enclosed flux is now trapped in the
gradiometric loop. In case of perfectly symmetric inner
loops and zero field gradient the phase difference across
the JJ equals π, pinning the atom at the half-flux bias.
Fig. 2 (b) shows the gradiometric fluxonium after initial-
ization at the effective half-flux bias (left panel). Wide
range flux sweeps of the gradiometric device are shown
in S5. The difference in field range covered in Fig. 2 (a)
and Fig. 2 (b) illustrates the suppression of global mag-
netic field sensitivity by roughly a factor of 120 for the
gradiometric fluxonium. According to our effective cir-
cuit model, the remaining field sensitivity could be either
caused by an asymmetry of the outer loop inductances,
or by a small field gradient.

Figure 2 (c) depicts time-domain characterization of
the coherence properties of the gradiometric atom. For
the gradiometric fluxonium initialized at the effective
half-flux bias we find a Ramsey coherence time of T !

2 =
0.59±0.02 µs, which is not limited by the energy relax-
ation time T1 = 10.0±0.3 µs. We measured T1 fluctu-
ations of 10% on a timescale of two hours. Notably,
the non-gradiometric fluxonium located on the same chip
exhibits similar coherence times T1 = 2.5±0.3 µs and
T !
2 = 0.76±0.04 µs, which excludes the gradiometric ge-

ometry as the cause of the much smaller coherence com-
pared to previous fluxonium implementations based on
similar grAl superinductors [24]. Moreover, in both de-
vices we do not observe an improvement in coherence
around the half-flux sweet spot (see S4). While the sen-

sitivity to homogeneous fields is decreased for the gra-
diometric device, this is not the case for local flux noise,
which might even increase due to larger length of the
shunting inductance [40]. A single spin echo pulse im-
proves the coherence by almost an order of magnitude
for the gradiometric fluxonium, up to T2 = 5.3±0.3 µs,
and by factor of 3.5 for the non-gradiometric fluxonium,
up to T2 = 2.6±0.4 µs. Therefore, we conclude that Ram-
sey coherence of all devices on this chip is limited by local
and low-frequency noise of unknown origin.

The time stability of the half-flux initialization is de-
termined by fluxon escape rate, which becomes apparent
by an abrupt change of persistent current under constant
or zero magnetic field bias. To suppress fluxon dynamics
the outer loop of gradiometric devices needs to be im-
plemented using a superconducting wire with low phase
slip rate. The expected phase slip rate in our grAl su-
perinductance can be found by modeling the material as
an effective array of JJs [41]. The calculated phase-slip
rate is ∼ 10−20 Hz (see S5). In strong contrast, in all
four cooldowns in the cryostat located in Karlsruhe (not
shielded from ionizing radiation) we observe an escape
of the trapped flux once in a few hours, similar to the
phase slip rate found in conventional JJ array superin-
ductors [19]. The time evolution of the readout mode in
Fig. 2 (b) shows a detected flux escape event, manifest-
ing as a frequency jump at ≈ 85 minutes after crossing
Tc,grAl. In order to test whether these jumps are caused
by ionizing radiation [42–46] we measure three similar
gradiometric devices in the LNGS deep-underground fa-
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(a) (b)

T1 = 10.0 s T *2 = 0.6 s T2 = 5.3 squ
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t
in
v.

(c)

Figure 2. (a) Calibration of the external field using the periodicity of the non-gradiometric fluxonium spectrum. The colorplot
shows the phase of the reflection coefficient arg(S11) of the linear readout mode as a function of the external magnetic field
B⊥. The fundamental transition frequency of the fluxonium f01(Φ̄ext) crosses the readout mode several times, resulting in
repeated avoided crossings with a period B0 = 280 nT corresponding to a flux quantum Φ0 enclosed in the fluxonium loop.
(b) Left panel: gradiometric fluxonium initialized at the effective half-flux bias by cooling down in Binit = B0. Notice the
factor 120 reduced sensitivity of the gradiometric device to B⊥ in comparison to panel (a). Central panel: the time trace of
the phase response measured at B⊥ = 0. The corresponding cut is indicated in left panel by a vertical dashed line. The jump
of the frequency of the readout mode detected at ≈ 85 minutes after crossing Tc,grAl ≈ 2K corresponds to an escape of the
trapped flux. Right panel: gradiometric device after the flux escape. The direction of the avoided crossings demonstrates that
the fundamental fluxonium transition is found above (left) and below (right) the readout mode frequency in applied zero-field
B⊥ = 0. The small avoided crossings visible in the vicinity of B⊥ = 0 in the right panel correspond to two-photon transitions.
(c) Coherence of the gradiometric fluxonium after half-flux initialization: the qubit population inversion as function of time
for energy relaxation (left), Ramsey fringes (center) and Hahn-echo experiment (right). Zero inversion corresponds to the finite
population caused by thermal excitations at the fridge temperature of 20mK and other non-equilibrium processes. The black
lines indicate the numerical fit of the data (markers). Error bars in left panel show the measured standard deviation.

vices are around 1mm apart to reduce electromagnetic
interaction, the diameter of the field coil is more than
one order of magnitude larger, ensuring a homogeneous
field B⊥. For readout, both fluxonium atoms are disper-
sively coupled to dedicated readout modes by sharing a
small fraction of their loop inductance. The capacitor of
these two readout modes is designed in the form of a mi-
crowave antenna and couples them to the electric field of
a 3D copper waveguide sample holder similar to Ref. [24].

For both device geometries we derive effective lumped-
element circuit models (see Fig. 1 panels (b) and (c)).
Since the readout is implemented similarly, the capaci-
tance and inductance of the readout modes are denoted
Cr and Lr, respectively, and Ls is the shared inductance.
The non-gradiometric design has a single loop with a su-
perinductance Lq shunting the JJ (blue crossed-box sym-
bol). The gradiometric design has two shunt inductances
forming three loops: an outer loop with surface area
A = 50×150 µm2, and two inner loops with surface area
A/2. The inductance in each loop branch is denoted Li,
with the index i ∈ {1, 2, 3} indicating the corresponding
branch. The gradiometric atom can be mapped onto the

standard fluxonium circuit diagram shown in Fig. 1 (d)
using an effective flux bias Φ̄ext and an effective shunting
inductance L̄q (see S1).
The superconducting field coil is calibrated by mea-

suring the spectrum of the non-gradiometric device,
designed with the same loop area A, located on the
same substrate. Figure 2 (a) depicts the phase re-
sponse arg(S11) of the readout mode coupled to the non-
gradiometric fluxonium atom as a function of the probe
frequency fd and the external magnetic field B⊥, mea-
sured in close vicinity of the readout frequency fr =
7.445GHz. The fundamental transition frequency of the
fluxonium f01(Φ̄ext) oscillates between values below and
above the readout frequency, resulting in avoided-level-
crossings repeated with periodicity of B0 = 0.28 µT.
The gradiometric fluxonium can be initialized at

the half-flux effective bias by cooling the device down
through the metal-to-superconductor phase transition in
a static magnetic field Binit = B0 corresponding to a sin-
gle flux quantum enclosed in the outer fluxonium loop
(see S3). The magnetic field is ramped down at the base
temperature of the cryogenic refrigerator (20mK), well
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Radioactivity Effect (2)

https://pubs.aip.org/aip/apl/article/120/5/054001/2833060/Operating-in-a-deep-underground-facility-improves


34

Measurement scheme: 

• Prepare the qubit in status (1) 

• Wait t: measure the qubit status 

• Wait t+ΔT: measure the qubit status 

• Wait t+2ΔT: measure the qubit status 

• Repeat each point O(10000) times  

• Fit to derive qubit T1

53

Chapter 5

Results and discussion

In this chapter we are going to present and discuss the experimental results.
First we are going to compare measurements of T1, with a technique we call "free
decay", with and without the DJJAA. The reason is that during the first cooldown
we lost a contact which was necessary for the correct operation of the DJJAA, this
give us the opportunity to showcase the advantage given by the amplifier. These
first measurements were carried out with the OPX+ electronics.
In a second run, we fixed the broken contact and cooled down again the cryostat.
The goal of this run was proving that the DJJAA was working and we only used the
VNA (and not the OPX+ electronics) for a quick check. Yet, it was possible to do
the T1 measurement.
Lastly we discuss T1 measurements with the same technique but with said electronics.
During this last run we tested radioactivity e!ects by placing sources in the position
that, according to the discussed simulation (Chapter 4), was optimal to reproduce
the same rate of impact of "standard" facilities.

5.1 "Free decay" measurements results

In this case the sample is prepared in a desired state via a drive pulse ω and then
readout after various waiting times to reconstruct the exponential decay. In this case
each data point is an average of tens of thousands of measurements. The schematic
is sketched in Fig. 5.1, the T2 measurement share a similar scheme with the big
di!erence being that the pulse drive, this time ω

2 , is applied two times: one at the
start and one after the variable wait time just before the readout. This way the
qubit’s state, after the first pulse, gets on the equatorial plane of the Bloch sphere, i.e.

(a) (b)

Figure 5.1. a) sketch of the T1 free decay measurement procedure, in red the ω pulse and
in blue the readout signal. b) same for T2. Image borrowed from [37].

(1) —> (0)

T1 measurement 

5.1 "Free decay" measurements results 55

(a) (b)

Figure 5.3. a) Measurement of T1→. This value is more precise than the precedent one as
the DJJAA makes the readout faster and less destructive, in facts, the decay starts at ↑
90% population for the excited state. b) Plot of the excited (orange) and ground (blue)
states population vs. time during the experiment, we can see as the population inverts
(time axis in log scale).

(a) (b)

Figure 5.4. Analogous measurement of T →
1 . As expected this number is bigger (40.00 ± 0.01

µs) as the excitation process takes more time to happen.

On the contrary, when the DJJAA is active the measurement is more accurate
and the excited state population starts at 90%. The T →

1 is qualitatively in agreement
but more precise. The value is 15.7 ± 0.2 µs. In Fig. 5.3a we report the data and
the fitting. In Fig. 5.3b there is a plot of the excited and ground state population in
time, where we notice how the inversion progress in time revealing a healthy thermal
environment as it is almost complete. These T →

1 numbers are within the expectations
for the chosen qubit architecture and the LNGS settings does not have any notable
e!ect. We also show a measurement of T ↑

1 in Fig. 5.4, as expected this value is way
bigger: 40 ± 3 µs, because the excitation process takes more time to happen.

An interesting test carried out was to verify the condition for which QNDness
is lost. Quantum Non-Demolition (QND) is a property in quantum measurement
where the act of measuring a quantum system does not disturb its state or change its
quantum properties. In other words, a QND measurement obtains information about
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T1 measurements: radioactivity

NO SIZEABLE EFFECTS  

FROM RADIOACTIVITY!

60 5. Results and discussion

Figure 5.10. Photo of the lead shield surrounding the fridge.

hours followed by a steady period. The measurement was paused for 6 hours during
the night and then briefly restarted in the morning to find once again a noisy T1.
Then we removed the lead shield, waited for the fridge to cool back down, and started
another long measurement (Fig. 5.11a middle). This time T1 looks surprisingly
more stable than the shielded experiment as fluctuations are tinier. In the end (Fig.
5.11a bottom), we placed the 12 ThO2 rods in front of the fridge wall according to
the simulation results (Chapter 4). Now the behaviour is way more disturbed than
before in the beginning, however, after 2 hours we have a stabilization similar to the
previous measurement. After the fourth hour noise comes back again.
The average T1 does not change by a significant amount as in all of the three
experiments we have from gaussian fitting of T1 histograms (see Fig. 5.11 b-c-d):

• lead on: →T1↑ = 19.3 ± 1.3 µs

• lead o!: →T1↑ = 19.2 ± 2.1 µs

• lead o! + sources →T1↑ = 18.5 ± 1.5 µs

where the last error is underestimated by the poorer gaussian fit.
These measurements confirm that radioactivity does not impact qubits with such a
low T1. Large variations in the qubit T1 (observed also by all other groups operating
this kind of devices) turned out to be not related to the presence/absence of the
shield or of the radioactive sources; these variations completely cover any e!ect that
these hardware changes may cause.
We decided to change experimental approach: instead of performing long measure-
ments, in which the qubit did not show a stable behavior, we decided to perform
quick runs alternating the presence and absence of the radioactive source. In this
experiment we monitored both FP1 and FP2. The results are in Fig. 5.12. The color
code is maintained in Fig. 5.12b and 5.12c as well for T1 histograms where we did not
consider the data taken while moving the sources around. When comparing the two
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the night and then briefly restarted in the morning to find once again a noisy T1.
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Figure 5.11. a) The three long T1 measurements. Top (→T1↑ = 19.3 ± 1.3 µs): experiment
with lead shield on where we observe large fluctuations followed by a stable period,
after pausing during the night (straight line) the noisy behaviour comes back. Middle
( →T1↑ = 19.2 ± 2.1 µs): lead shield is removed T1 is unexpectedly steadier. Bottom
(→T1↑ = 18.5 ± 1.56 µs): radioactive sources got placed in front of the fridge wall at the
height of the qubit’s chip position, T1 is very noisy in the first hours, then stabilizes for
another couple hours and in the end goes back to large fluctuations. b)-c)-d) Histograms
of T1 values for the three experiments fitted with a gaussian function from which we
extract averages and errors, for the data in d) the fit gives an underestimate of the
uncertainty.
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T1 measurements: radioactivity (2)60 5. Results and discussion

Figure 5.10. Photo of the lead shield surrounding the fridge.

hours followed by a steady period. The measurement was paused for 6 hours during
the night and then briefly restarted in the morning to find once again a noisy T1.
Then we removed the lead shield, waited for the fridge to cool back down, and started
another long measurement (Fig. 5.11a middle). This time T1 looks surprisingly
more stable than the shielded experiment as fluctuations are tinier. In the end (Fig.
5.11a bottom), we placed the 12 ThO2 rods in front of the fridge wall according to
the simulation results (Chapter 4). Now the behaviour is way more disturbed than
before in the beginning, however, after 2 hours we have a stabilization similar to the
previous measurement. After the fourth hour noise comes back again.
The average T1 does not change by a significant amount as in all of the three
experiments we have from gaussian fitting of T1 histograms (see Fig. 5.11 b-c-d):

• lead on: →T1↑ = 19.3 ± 1.3 µs

• lead o!: →T1↑ = 19.2 ± 2.1 µs

• lead o! + sources →T1↑ = 18.5 ± 1.5 µs

where the last error is underestimated by the poorer gaussian fit.
These measurements confirm that radioactivity does not impact qubits with such a
low T1. Large variations in the qubit T1 (observed also by all other groups operating
this kind of devices) turned out to be not related to the presence/absence of the
shield or of the radioactive sources; these variations completely cover any e!ect that
these hardware changes may cause.
We decided to change experimental approach: instead of performing long measure-
ments, in which the qubit did not show a stable behavior, we decided to perform
quick runs alternating the presence and absence of the radioactive source. In this
experiment we monitored both FP1 and FP2. The results are in Fig. 5.12. The color
code is maintained in Fig. 5.12b and 5.12c as well for T1 histograms where we did not
consider the data taken while moving the sources around. When comparing the two
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Figure 5.11. a) The three long T1 measurements. Top (→T1↑ = 19.3 ± 1.3 µs): experiment
with lead shield on where we observe large fluctuations followed by a stable period,
after pausing during the night (straight line) the noisy behaviour comes back. Middle
( →T1↑ = 19.2 ± 2.1 µs): lead shield is removed T1 is unexpectedly steadier. Bottom
(→T1↑ = 18.5 ± 1.56 µs): radioactive sources got placed in front of the fridge wall at the
height of the qubit’s chip position, T1 is very noisy in the first hours, then stabilizes for
another couple hours and in the end goes back to large fluctuations. b)-c)-d) Histograms
of T1 values for the three experiments fitted with a gaussian function from which we
extract averages and errors, for the data in d) the fit gives an underestimate of the
uncertainty.

IS THIS REASONABLE?
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T2 measurement 

Same protocol as yesterday…
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Validation: Offset Charge
Ramsey tomography to to measure the qubit frequency 

3

a b c

d

e

FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured

A cycle allows to derive the accumulated phase 

To do it, we map the qubit (after evolution) into 0 or 1

Δω: detuning frequency of qubit- frequency drive 

T2* coherence -including slow noise, …

Slide from yesterday's lesson :)
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T2 measurement 

T2 of 0.56 +- 0.02 μs 

(This qubit is phase-limited so we 
expected T2 << T1) 

No effects from radioactivity of course :)

56 5. Results and discussion

(a) (b)

Figure 5.5. Measurement done sending a signal to the resonator during the waiting time.
The di!erence with the standard procedure is dramatic as T →

1 → 2 µs

Figure 5.6. T2 measurement fitted with an exponential decay and a damped sine. The
value obtained is T2 = 0.56 ± 0.02 µs.

a specific observable of the system without altering the values of other observables.
The term "QNDness" refers to the degree to which a measurement can be considered
quantum non-demolition. A measurement is more QND if its outcome provides
precise information about the measured observable while minimizing disturbance
to other observables. Achieving high QNDness is important for the accuracy and
reliability of quantum measurements and operations.
In Fig. 5.5 we can see a measurement done with the same settings as before but
here we drove the resonator while waiting for the readout pulse. The results are
heavily impaired by this procedure and show how power calibration is vital in the
context of qubit readout.
Lastly, we show data for the T2 measurement in Fig. 5.6, the value obtained is

0.56 ± 0.02 µs which is compatible with the fact that the chosen kind of qubit is
phase-limited, that is why it is much smaller than energy relaxation time.
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• Perspectives for particle detection
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• When radioactivity changed by x100 with 
all other experimental conditions fixed, 
quality factor worsen but only by ~20% 

• Locking at the sweet spot improved from 
~1 hour to days suppressing radioactivity 

• But no effects on T1, T2
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How

• Plenty of evidence that, typical qubit measurements of T1 and T2, are not capable of 
resolving fast effects of radioactivity 

• How can we operate a real* transmon or fluxonium in order to understand how 
sensitive it is to particles? 

(*) We don’t want to design a bad transmon specifically sensitive to noise due to 
radioactivity :)
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Let us go back to physics
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• Radioactivity releases energy 

• Energy produces charges (electron/holes) 

• Charges recombine into phonons 

• Phonons scatter all over the substrate 

• Phonons can be absorbed by the superconductor, 
where they break Cooper pairs: they take up to 
milliseconds to recombine

Our protocol must be faster than milliseconds



A new protocol
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As long as phonons are in the qubit, I can keep putting 
the qubit in (1) but it will keep falling into (0)

3

culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total



8-transmon chip produced by SQMS center 

First prototype with decent T1 (0.1 millisecond)

11 Tanay Roy - Fermilab11

The Device

CPW transmission 
line

Transmons

(/4 resonators

Substrate: HEMEX Sapphire

Wafer Dia Thickness

4 inch 650 um

3 inch 550 um

2 inch 432 um

Nb layer: 160 -200 nm
Au layer: <= 10 nm
Chip: 7.5 mm x 7.5 mm

General properties

Measurements
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DeDominicis 2025

https://arxiv.org/abs/2405.18355


Measurements were done in two sites 

Underground Gran Sasso laboratories (+ sources) 

Quantum Garage at Fermilab (US)

Measurements
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We set the qubit in (1), wait 10 μs, measure 

Again and again 

We obtain:

Measurements: Who Is 0 and who is 1?
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FIG. S5. Clouds on the I-Q plane corresponding to the qubit states for a subset of data. (Left) The clouds
corresponding to |g→ (left), |e→ (upper right), and |f→ (bottom right) are visible. (Center and Right) Fits performed on the
projected clouds to estimate state populations.

To identify and exclude such periods, we fit the clus-
ters with 2D Gaussian functions, one for each state. Our
data are divided into traces of 106 measurements, with
fits performed separately on each trace using the RooFit
toolkit [58]. The clouds are projected along the I and
Q axes, and both projections are simultaneously fitted.
The fit function for each projection is

∑
i Ai ·f

(
x, x̄i,ωi

)
,

where f is a Gaussian centered at x̄i with standard devi-
ation ωi, and Ai is a normalization factor that represents
the number of measurements for state i. The state pop-
ulation is then given by Pi = Ai/

∑
i Ai.

Fig. S5 refers to a single trace, and shows the clouds
and the fitted projections used to estimate state popula-
tions. The |g→ and |e→ clusters are aligned along the Q
axis, allowing discrimination between the two states us-
ing a threshold only on the I axis, simplifying the identi-
fication process.

D. “E!ective” T1 Calculation

To calculate the “e!ective” relaxation time T→
1 over a

trace of 106 points, we perform the following steps:

1. Count the occurrences of the qubit in the excited
state |e→ (Ne) relative to the total number of mea-
surements, (Ntot = 106);

2. Compute T→
1 using the formula:

T→
1 = ↑

”td
log(Ne/Ntot)

. (1)

This process is repeated for each segment of 106 points
to track variations over time. Finally, we calculate the
average ↓T→

1→, which serves to estimate the probability of
the qubit being in state |g→ for each dataset (Table II).

E. Impact of Radiation on Computational

Timescales

We utilized the simulated rates to provide an upper es-
timate for the timescales at which radiation would start
to a!ect quantum computation through information loss
occurring on individual qubits. The probability of at

FIG. S6. Relationship between available computa-

tional time and radiation rate for di!erent error prob-

ability tolerance. The contours show fixed error probabil-
ity lines as a function of available computational time !T
and the rate of impacts r. The purple (cyan) vertical line
with shaded area represents the simulated rate for maximally
shielded (LNGS) versus non-shielded condition. The horizon-
tal green area (!T < 1 ms) highlights the lifetimes of modern
transmon qubits. Error rates in this regime are below 10→4,
making radiation an insignificant contributor.
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total

10 μs



We are able to create a stream of 0/1 

Why do we measure also zeros?
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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FIG. S5. Clouds on the I-Q plane corresponding to the qubit states for a subset of data. (Left) The clouds
corresponding to |g→ (left), |e→ (upper right), and |f→ (bottom right) are visible. (Center and Right) Fits performed on the
projected clouds to estimate state populations.

To identify and exclude such periods, we fit the clus-
ters with 2D Gaussian functions, one for each state. Our
data are divided into traces of 106 measurements, with
fits performed separately on each trace using the RooFit
toolkit [58]. The clouds are projected along the I and
Q axes, and both projections are simultaneously fitted.
The fit function for each projection is

∑
i Ai ·f

(
x, x̄i,ωi

)
,

where f is a Gaussian centered at x̄i with standard devi-
ation ωi, and Ai is a normalization factor that represents
the number of measurements for state i. The state pop-
ulation is then given by Pi = Ai/

∑
i Ai.

Fig. S5 refers to a single trace, and shows the clouds
and the fitted projections used to estimate state popula-
tions. The |g→ and |e→ clusters are aligned along the Q
axis, allowing discrimination between the two states us-
ing a threshold only on the I axis, simplifying the identi-
fication process.

D. “E!ective” T1 Calculation

To calculate the “e!ective” relaxation time T→
1 over a

trace of 106 points, we perform the following steps:

1. Count the occurrences of the qubit in the excited
state |e→ (Ne) relative to the total number of mea-
surements, (Ntot = 106);

2. Compute T→
1 using the formula:

T→
1 = ↑

”td
log(Ne/Ntot)

. (1)

This process is repeated for each segment of 106 points
to track variations over time. Finally, we calculate the
average ↓T→

1→, which serves to estimate the probability of
the qubit being in state |g→ for each dataset (Table II).

E. Impact of Radiation on Computational

Timescales

We utilized the simulated rates to provide an upper es-
timate for the timescales at which radiation would start
to a!ect quantum computation through information loss
occurring on individual qubits. The probability of at

FIG. S6. Relationship between available computa-

tional time and radiation rate for di!erent error prob-

ability tolerance. The contours show fixed error probabil-
ity lines as a function of available computational time !T
and the rate of impacts r. The purple (cyan) vertical line
with shaded area represents the simulated rate for maximally
shielded (LNGS) versus non-shielded condition. The horizon-
tal green area (!T < 1 ms) highlights the lifetimes of modern
transmon qubits. Error rates in this regime are below 10→4,
making radiation an insignificant contributor.
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total

1 1 1 1 0 1 1 1 1 1 1 1 10 10 μs

Source Interactions in chip In Gran Sasso

Lab γ rays 1 event / 32 seconds 1 event / 700 seconds

Muons 1 / 125 seconds 1 / 125 seconds

Materials 1 / 370 seconds 1 / 370 seconds

Neutrons 1 / (2 hours) 1 / (2 hours)

Total 1 event / 24 seconds 1 event / 250 seconds
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time to complete a cycle can be thought as a sampling
period (TS). Measurements of Q1 were done with TS

increasing from 40 to 74µs.
Under normal conditions, the qubit predominantly re-

mains in |e→ due to its relatively long T1, with occa-
sional decays to |g→ occurring at a probability of P (g) =
(1 ↑ e→!td/T1) ↓ !td/T1. Radiation events, however,
significantly reduce T1, leading to a much higher prob-
ability of detecting the qubit in |g→. Since the e”ect of
quasiparticles lasts longer than the duration of a single
cycle, an event due to radiation typically manifests as
consecutive detections in |g→, as illustrated in Fig. 2(c).

Data were collected using an RFSoC board equipped
with the Quantum Instrumentation Control Kit
(QICK) [48]. Detailed setup information, including
filtering and amplification stages, are provided in
Supplementary Section F. Data corresponding to qubit
Q1 were collected both underground at LNGS in 2023
(where the chip was also exposed to radioactive sources)
and at FNAL in 2025. At FNAL, we additionally
investigated the impact of di”erent sampling periods
on the reconstruction of radiation events. To assess
the stability of the results over time, we also acquired
datasets on di”erent days using identical experimental
parameters. A summary of the acquired runs is reported
in Table II.

IV. IDENTIFYING CANDIDATE RADIATION

EVENTS FROM QUBIT MEASUREMENTS

Each run typically lasted several hours, during which
hundreds of millions of readouts were recorded. Each
readout generates I/Q (in-phase and quadrature-phase)
data, which are post-processed to identify the qubit state.
By plotting a large number of measurements on the I-Q
plane, two main clusters corresponding to the |g→ and |e→
states were identified. Occasionally, signals associated
with the qubit being in the second excited state |f→ or,
less frequently, in the third excited state |h→ were also
observed.

The data were segmented into traces of 106 measure-
ments and, for each trace, the observed clusters were fit-
ted with 2D Gaussian functions to estimate the popula-
tion in each state. Traces exhibiting elevated populations
in the |f→ or |h→ states were excluded from the analysis
to maintain data consistency. While transitions involving
|f→ or |h→ could o”er valuable insights for future studies,
the current methodology prioritizes a robust and repro-
ducible dataset to facilitate comparison across di”erent
runs. This approach ensures a high-purity signal sample,
but reduces the e”ective live-time of the measurements
(Table II).

After this filtering process, the clusters corresponding
to |g→ and |e→ were rotated to align their centers along the
same Q value, enabling straightforward state discrimina-
tion by applying a threshold on the I axis (further details
on the methodology are provided in Supplementary Sec-
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FIG. 3. Examples of triggered events. The top panel
shows a clear radiation-induced event, identifiable by a signif-
icant excess of zeros in the signal region relative to the con-
trol region. In contrast, the bottom panel displays a triggered
event discarded due to noise, as indicated by the high number
of zeros already present in the control region. These examples
demonstrate the importance of using the control region to fil-
ter out noise fluctuations and isolate true radiation-induced
events.

tion C). This threshold was used to convert the measured
I/Q values into a binary sequence of 0s (for |g→) and 1s
(for |e→).
Since the two clusters were not fully separated, any

chosen threshold introduced some errors in state identifi-
cation. To minimize these errors, the clusters were fitted
with 1D Gaussian functions to calculate the fraction of
misidentified measurements for each state. By varying
the threshold value, we found the one that minimizes
the total misidentification rate (namely the sum of the
two fractions). This approach achieved a correct state
identification rate of 90–95%, depending on the specific
dataset.
For each trace of 106 events (corresponding to approx-

imately one minute of data), we obtained a sequence of
0s and 1s. To disentangle the 0s produced by radioac-
tivity from those caused by spontaneous qubit decay, we
required the detection of at least four consecutive zeros
to trigger an event. This criterion reduces false triggers
due to spontaneous decay and other noise sources such
as electronic noise, vibrations [49, 50] and material re-
laxation at low temperatures [51, 52]. These e”ects are
particularly relevant at the interface between the holder
and the chip [53–55], or in the metallic films [54, 56]. We
also repeated the analysis using a trigger threshold of
three consecutive zeros and obtained consistent results.
Once an event was triggered, a 145-point window was

recorded (see Fig. 3) and divided into two regions:

• Control region ([1, 105] points): used to esti-
mate the baseline number of zeros (noise) before
the event;

• Signal region ([106, 145] points): captured the

Trigger on four consecutive zeros: noise from qubit decay O(0.1-1) ev/second
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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FIG. 1. Comparison of the two experimental sites.

(a) The above-ground cryostat at FNAL is exposed to en-
vironmental radiation and cosmic-rays, whereas the deep-
underground cryostat at LNGS is strongly guarded from cos-
mic muons by the 1.4 km deep rock overburden and from en-
vironmental ω ray through a Copper plus Lead shielding. (b)
The left and right panels display data taken at FNAL and
LNGS, respectively. Standard T1 measurements performed
on the same device show similar fluctuations at both sites.
However, these measurements are too slow to detect rapid T1

drops at millisecond time scales potentially due to radiation
impact.

L’Aquila, Italy). The aim of this study is to quantify the
e!ect of environmental radioactivity on such a device.

The paper is structured as follows. To understand
how di!erent radiation environments a!ect qubit perfor-
mance, first we compare the average relaxation time of
a qubit above ground at FNAL and deep underground
at LNGS (Sections I – II). Our results show that, as ex-
pected, radioactivity has a negligible e!ect even on trans-
mons with a relaxation time of 0.1 milliseconds. By de-
veloping a fast decay detection with active reset protocol
and a novel analysis technique, we are able to disentangle
radiation-induced events (Sections III – V). We system-
atically explore how various experimental parameters—
such as qubit relaxation time and the sampling period of
the fast reset—influence the results. We find that ra-
diation induced event rates are significantly higher at
FNAL compared to that at LNGS. Finally, we expose
the superconducting chip to calibrated ω-ray sources in a
controlled, low-background environment, to further char-
acterize the qubit’s response to radiation and validate our
findings (Section VI).

I. DEVICE AND EXPERIMENTAL LOCATIONS

The chip consisted of a 432µm thick HEMEX grade
Sapphire substrate with dimensions of 7.5→7.5mm2. The
entire substrate was covered in Niobium, which creates a
ground plane that may act as a phonon trap, diminishing
phonon propagation and absorption in the active part of
the qubit [43, 44]. Eight Niobium transmons with dif-
ferent geometries were deposited on the chip, as detailed
in Supplementary Section A. To mitigate losses caused
by the formation of Nb2O5, the qubits’ surfaces were
capped with a ↑10 nm thick layer of Gold [45]. This
capping technique allowed us to achieve long T1 values,
ranging from tens up to hundreds of microseconds, an
essential feature for observing relaxation time variations
on microsecond timescales.

To predict the rate of hits due to ionizing radiation, we
performed a Monte Carlo simulation using the GEANT4
framework [47] developed in Ref. [40]. We anticipate the
total rate of radiation events interacting within the chip
at FNAL and LNGS to be (42 ± 3) → 10→3 events/sec
and (4.0 ± 0.6) → 10→3 events/sec, respectively. Table I
summarizes the simulation results, with detailed infor-
mation provided in Supplementary Section B. At FNAL
(Fig. 1(a), left panel), the rate of impacts in the Sap-
phire substrate is dominated by ω-rays from naturally
occurring radioactive isotopes, with cosmic-ray muons
also contributing significantly. At LNGS (Fig. 1(a),
right panel), muon interactions are reduced by six or-
ders of magnitude due to the 1.4 km rock overburden,
and gamma radiation is minimized by Copper and Lead
shields, installed both inside and around the cryostat.
The last source of radiation arises from the materials
of the chip and its surrounding components. In a prior
study within the SQMS Round Robin project [40], we
measured the radioactive content of each component and
determined that cables, connectors, amplifiers, and cir-

Source FNAL LNGS

[events/sec] [events/sec]

Lab ω-ray (31± 2)→ 10→3 (1.3± 0.1)→ 10→3

Muons (8± 0.5)→ 10→3 < 10→5

Setup (2.7± 0.5)→ 10→3 (2.7± 0.5)→ 10→3

Total (42± 3)→ 10→3 (4.0± 0.6)→ 10→3

TABLE I. Expected rate of interactions in the Sapphire sub-
strate at the two experimental locations. The expected inter-
action rates were obtained by scaling the simulation results
using both measured and theoretical inputs. Specifically, the
ω-ray flux in the experimental rooms were measured with a
3” portable NaI spectrometer, yielding (1.7±0.9) ω/cm2/sec
at FNAL and (1.0±0.5) ω/cm2/sec at LNGS. For muons, a
flux of 1µ/cm2/min was assumed at FNAL, based on the
site altitude, while a six-order-of-magnitude suppression fac-
tor was applied to estimate the flux at LNGS [46]. Lastly, the
radioactive contamination of the experimental setup compo-
nents was measured in Ref. [40].
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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time to complete a cycle can be thought as a sampling
period (TS). Measurements of Q1 were done with TS

increasing from 40 to 74µs.
Under normal conditions, the qubit predominantly re-

mains in |e→ due to its relatively long T1, with occa-
sional decays to |g→ occurring at a probability of P (g) =
(1 ↑ e→!td/T1) ↓ !td/T1. Radiation events, however,
significantly reduce T1, leading to a much higher prob-
ability of detecting the qubit in |g→. Since the e”ect of
quasiparticles lasts longer than the duration of a single
cycle, an event due to radiation typically manifests as
consecutive detections in |g→, as illustrated in Fig. 2(c).

Data were collected using an RFSoC board equipped
with the Quantum Instrumentation Control Kit
(QICK) [48]. Detailed setup information, including
filtering and amplification stages, are provided in
Supplementary Section F. Data corresponding to qubit
Q1 were collected both underground at LNGS in 2023
(where the chip was also exposed to radioactive sources)
and at FNAL in 2025. At FNAL, we additionally
investigated the impact of di”erent sampling periods
on the reconstruction of radiation events. To assess
the stability of the results over time, we also acquired
datasets on di”erent days using identical experimental
parameters. A summary of the acquired runs is reported
in Table II.

IV. IDENTIFYING CANDIDATE RADIATION

EVENTS FROM QUBIT MEASUREMENTS

Each run typically lasted several hours, during which
hundreds of millions of readouts were recorded. Each
readout generates I/Q (in-phase and quadrature-phase)
data, which are post-processed to identify the qubit state.
By plotting a large number of measurements on the I-Q
plane, two main clusters corresponding to the |g→ and |e→
states were identified. Occasionally, signals associated
with the qubit being in the second excited state |f→ or,
less frequently, in the third excited state |h→ were also
observed.

The data were segmented into traces of 106 measure-
ments and, for each trace, the observed clusters were fit-
ted with 2D Gaussian functions to estimate the popula-
tion in each state. Traces exhibiting elevated populations
in the |f→ or |h→ states were excluded from the analysis
to maintain data consistency. While transitions involving
|f→ or |h→ could o”er valuable insights for future studies,
the current methodology prioritizes a robust and repro-
ducible dataset to facilitate comparison across di”erent
runs. This approach ensures a high-purity signal sample,
but reduces the e”ective live-time of the measurements
(Table II).

After this filtering process, the clusters corresponding
to |g→ and |e→ were rotated to align their centers along the
same Q value, enabling straightforward state discrimina-
tion by applying a threshold on the I axis (further details
on the methodology are provided in Supplementary Sec-
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FIG. 3. Examples of triggered events. The top panel
shows a clear radiation-induced event, identifiable by a signif-
icant excess of zeros in the signal region relative to the con-
trol region. In contrast, the bottom panel displays a triggered
event discarded due to noise, as indicated by the high number
of zeros already present in the control region. These examples
demonstrate the importance of using the control region to fil-
ter out noise fluctuations and isolate true radiation-induced
events.

tion C). This threshold was used to convert the measured
I/Q values into a binary sequence of 0s (for |g→) and 1s
(for |e→).
Since the two clusters were not fully separated, any

chosen threshold introduced some errors in state identifi-
cation. To minimize these errors, the clusters were fitted
with 1D Gaussian functions to calculate the fraction of
misidentified measurements for each state. By varying
the threshold value, we found the one that minimizes
the total misidentification rate (namely the sum of the
two fractions). This approach achieved a correct state
identification rate of 90–95%, depending on the specific
dataset.
For each trace of 106 events (corresponding to approx-

imately one minute of data), we obtained a sequence of
0s and 1s. To disentangle the 0s produced by radioac-
tivity from those caused by spontaneous qubit decay, we
required the detection of at least four consecutive zeros
to trigger an event. This criterion reduces false triggers
due to spontaneous decay and other noise sources such
as electronic noise, vibrations [49, 50] and material re-
laxation at low temperatures [51, 52]. These e”ects are
particularly relevant at the interface between the holder
and the chip [53–55], or in the metallic films [54, 56]. We
also repeated the analysis using a trigger threshold of
three consecutive zeros and obtained consistent results.
Once an event was triggered, a 145-point window was

recorded (see Fig. 3) and divided into two regions:

• Control region ([1, 105] points): used to esti-
mate the baseline number of zeros (noise) before
the event;

• Signal region ([106, 145] points): captured the
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time to complete a cycle can be thought as a sampling
period (TS). Measurements of Q1 were done with TS

increasing from 40 to 74µs.
Under normal conditions, the qubit predominantly re-

mains in |e→ due to its relatively long T1, with occa-
sional decays to |g→ occurring at a probability of P (g) =
(1 ↑ e→!td/T1) ↓ !td/T1. Radiation events, however,
significantly reduce T1, leading to a much higher prob-
ability of detecting the qubit in |g→. Since the e”ect of
quasiparticles lasts longer than the duration of a single
cycle, an event due to radiation typically manifests as
consecutive detections in |g→, as illustrated in Fig. 2(c).

Data were collected using an RFSoC board equipped
with the Quantum Instrumentation Control Kit
(QICK) [48]. Detailed setup information, including
filtering and amplification stages, are provided in
Supplementary Section F. Data corresponding to qubit
Q1 were collected both underground at LNGS in 2023
(where the chip was also exposed to radioactive sources)
and at FNAL in 2025. At FNAL, we additionally
investigated the impact of di”erent sampling periods
on the reconstruction of radiation events. To assess
the stability of the results over time, we also acquired
datasets on di”erent days using identical experimental
parameters. A summary of the acquired runs is reported
in Table II.

IV. IDENTIFYING CANDIDATE RADIATION

EVENTS FROM QUBIT MEASUREMENTS

Each run typically lasted several hours, during which
hundreds of millions of readouts were recorded. Each
readout generates I/Q (in-phase and quadrature-phase)
data, which are post-processed to identify the qubit state.
By plotting a large number of measurements on the I-Q
plane, two main clusters corresponding to the |g→ and |e→
states were identified. Occasionally, signals associated
with the qubit being in the second excited state |f→ or,
less frequently, in the third excited state |h→ were also
observed.

The data were segmented into traces of 106 measure-
ments and, for each trace, the observed clusters were fit-
ted with 2D Gaussian functions to estimate the popula-
tion in each state. Traces exhibiting elevated populations
in the |f→ or |h→ states were excluded from the analysis
to maintain data consistency. While transitions involving
|f→ or |h→ could o”er valuable insights for future studies,
the current methodology prioritizes a robust and repro-
ducible dataset to facilitate comparison across di”erent
runs. This approach ensures a high-purity signal sample,
but reduces the e”ective live-time of the measurements
(Table II).

After this filtering process, the clusters corresponding
to |g→ and |e→ were rotated to align their centers along the
same Q value, enabling straightforward state discrimina-
tion by applying a threshold on the I axis (further details
on the methodology are provided in Supplementary Sec-
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FIG. 3. Examples of triggered events. The top panel
shows a clear radiation-induced event, identifiable by a signif-
icant excess of zeros in the signal region relative to the con-
trol region. In contrast, the bottom panel displays a triggered
event discarded due to noise, as indicated by the high number
of zeros already present in the control region. These examples
demonstrate the importance of using the control region to fil-
ter out noise fluctuations and isolate true radiation-induced
events.

tion C). This threshold was used to convert the measured
I/Q values into a binary sequence of 0s (for |g→) and 1s
(for |e→).
Since the two clusters were not fully separated, any

chosen threshold introduced some errors in state identifi-
cation. To minimize these errors, the clusters were fitted
with 1D Gaussian functions to calculate the fraction of
misidentified measurements for each state. By varying
the threshold value, we found the one that minimizes
the total misidentification rate (namely the sum of the
two fractions). This approach achieved a correct state
identification rate of 90–95%, depending on the specific
dataset.
For each trace of 106 events (corresponding to approx-

imately one minute of data), we obtained a sequence of
0s and 1s. To disentangle the 0s produced by radioac-
tivity from those caused by spontaneous qubit decay, we
required the detection of at least four consecutive zeros
to trigger an event. This criterion reduces false triggers
due to spontaneous decay and other noise sources such
as electronic noise, vibrations [49, 50] and material re-
laxation at low temperatures [51, 52]. These e”ects are
particularly relevant at the interface between the holder
and the chip [53–55], or in the metallic films [54, 56]. We
also repeated the analysis using a trigger threshold of
three consecutive zeros and obtained consistent results.
Once an event was triggered, a 145-point window was

recorded (see Fig. 3) and divided into two regions:

• Control region ([1, 105] points): used to esti-
mate the baseline number of zeros (noise) before
the event;

• Signal region ([106, 145] points): captured the



Results

58

We count the number of zeros in the signal window (of 40 points)

FNAL 
[ev/second] x 10-3

Gran Sasso 
[ev/second] x 10-3

Expected 42 ± 3 4.0 ± 0.6

Measured 4.68 ± 0.26 0.40 ± 0.18
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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We count the number of zeros in the signal window (of 40 points)

At Gran Sasso, we were expecting x10 less 
events than at FNAL 

—> true 

But in both cases, this scheme allows to 
detect about 10% of the events

FNAL 
[ev/second] x 10-3

Gran Sasso 
[ev/second] x 10-3

Expected 42 ± 3 4.0 ± 0.6

Measured 4.68 ± 0.26 0.40 ± 0.18
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We exposed the chip operated at Gran Sasso to a controlled radioactive source
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We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
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rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
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We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
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that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
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gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
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nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
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we corrected the rates reported in Table II by the e!ect
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radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
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one in which we observe such a low P (g)). Furthermore,
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FIG. 7. Measured rate of events for LNGS-Q1 as a

function of the rate expected from the simulation.

Data were modeled using a first-degree polynomial. The lin-
ear coe!cient p1 is the ratio between the measured and ex-
pected events and can thus be considered as the detection ef-
ficiency. Statistical uncertainties are shown for the triggered
rates, while uncertainties for expected impacts are dominated
by systematic uncertainties in the simulation.

from the consideration of that paper, we highlight that if
qubits were to be used as particle detectors, P (g) should
be suppressed in order to relax the analysis threshold
and, at the same time, the sampling frequency should be
made faster.

Finally, we recall that even triggering on 4 consecutive
zeros we obtained a rate of few events/second of single
qubits errors, thus orders of magnitude higher compared
to the noise induced by radioactivity. This conclusion
aligns with recent studies [39], which report that cos-
mic rays are not the predominant source of the most
frequent correlated errors among qubits. The observed
radiation-like-induced events could therefore be linked to
other mechanisms yet to be fully understood. Investigat-
ing these alternative potential sources of correlated errors
will be a crucial focus of future studies, aiming to further
elucidate the interplay between environmental noise and
qubit performance.

VII. CONCLUSIONS

We conducted a comparative study to assess the im-
pact of radiation on transmon qubits in two laboratories
with very di!erent radiation environments. Standard T1

measurements on the same qubit revealed no discernible
di!erences in energy relaxation times, which remained
consistently around 80 microseconds.

To probe time dynamics at shorter timescales, we de-
veloped a fast decay detection protocol with active reset
tailored for a single qubit. The same qubit measured
with this technique at FNAL (above ground and without

Lead and Copper shielding) showed about 10 fold excess
rate compared to the maximally shielded qubit at the
deep-underground Gran Sasso Laboratory, as predicted
by radioactivity studies. However, disentangling such a
small excess rate from the single qubit noise required very
stringent trigger and analysis thresholds, confirming that
radioactivity is not the major source of errors in modern
transmon qubits with relaxation times of the order of
0.1 milliseconds. Experiments with controlled Thorium
sources at LNGS demonstrated the potential for detect-
ing ω-ray impacts, opening the possibility of using trans-
mons as particle detectors. However, the observed rates
are lower than those predicted by simulations, indicat-
ing the need for more refined trigger algorithms and/or
analysis strategies.
Future work will aim to achieve a deeper understanding

of the error sources that currently overshadow radiation-
induced e!ects. This will involve refining fast decay
detection and analysis protocols, testing diverse qubit
geometries and materials, and conducting simultaneous
measurements across both the same and multiple chips.
By addressing these challenges, we will move closer to re-
alizing the full potential of transmon qubits in practical
quantum technologies.
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart

How can we  

• Increase the signal? 

• Diminish the noise?
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We produce 20-30 zero’s but about 10 of them are due to spontaneous qubit decay 
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lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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event, including 5 points before and 35 after the
trigger.

The length of the Signal region was chosen through
an iterative process. We initially assumed a signal dura-
tion of 100 points and performed the analysis described
later in the text. Since no events with more than 60 ze-
ros were observed, we reduced the signal window to 60
points. This adjustment preserves the number of zeros
generated by radioactivity while reducing the number of
zeros from spontaneous qubit decay within the same win-
dow. Again, we observed no events with more than 40
zeros in a 60-point window. We therefore further reduced
the signal region to 40 points, which was found to be the
optimal length to fully capture radiation-induced events
while suppressing background noise from qubit decay. To
avoid re-triggering, a dead time of 35 points was applied
after each trigger. Figure 3 illustrates two examples of
triggered events, one of which was discarded due to not
meeting relevant criteria detailed in the next section.

V. EVENT SELECTION

According to the Monte Carlo simulation summarized
in Table I, the event rates due to radioactivity are 0.004
and 0.042 events/s at LNGS and FNAL, respectively.
These values assume that all events interacting with the
substrate are successfully detected by the qubit. In prac-
tice, however, some detection ine!ciency is expected,
leading to lower actual rates.

During all Q1 measurements, we observed a ground-
state population P (g) ranging from 11.8 to 17.6% (Ta-
ble II). A rough estimate suggests that, with this
value and a trigger condition requiring four consecutive
ground-state measurements, the expected trigger rate
due to spontaneous qubit decay is approximately pro-
portional to P (g)4/TS resulting in few events per second
(TS being the sampling period, or the time to complete a
cycle). Such a high noise level would completely obscure
the 10→3 events/s generated by radioactivity. Therefore,
to isolate radiation-induced events after triggering, we
apply additional data selection.

Our approach is based on computing the probability
of observing more than a certain number of zeros in the
signal region. Given a P (g) of about 10%, the most likely
values of zeros in a 40-points window would be 3–5 (Bi-
nomial distribution). Higher numbers of zeros become
less and less probable. Since we expect a rate from ra-
dioactivity of few 10→3 events/s, we decided to require the
minimum number of zeros in the signal region (Nmin

signal)

that ensures a noise from qubit decay < 1→10→4 events/s,
thus an order of magnitude below the searched signal.
The precise value of Nmin

signal in the signal region depends
on the value of P (g) and the sampling period TS for that
specific run. Since this parameter is rather stable, the
values of Nmin

signal to accept an event resulted 21-22 in a
40-points region for most of the Q1 datasets (Table II).
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FIG. 4. Measured rate of events for FNAL-Q1 as a

function of the sampling period. Data were modeled
using a first-degree polynomial. The faster the sampling rate,
the higher the detection e!ciency.

Similarly, the control region was examined to identify
transient noise. Events with an anomalous number of
zeros in the control region -indicative of transient noise-
were flagged and discarded, as they can lead to false trig-
gers. Specifically, we computed the binomial probability
of observing a given number of zeros in the control re-
gion and rejected events with a probability lower than
1%. Since both an excess and a deficit of zeros can re-
sult in such low probabilities, we selected only events
with a number of zeros between Nmin

control and Nmax
control re-

ported in Table II. The cut was intentionally chosen to
be very loose, as its purpose was solely to remove events
in which qubit performance deviated significantly from
the average. Detailed selection criteria for each dataset
are provided in Table II.
The top panel of Fig. 3 shows a radiation-induced

event, where the signal region exhibits a clear excess
of zeros compared to the control region. In contrast,
the bottom panel displays an event that was subse-
quently discarded. These examples highlight the role
of the data selection in distinguishing genuine radiation-
induced events from noise.

VI. RESULTS AND DISCUSSION

The rates of events that passed the data selection pro-
cedure (Section V), as well as the specific parameters of
each run, are listed in Table II. The runs are reported fol-
lowing the same order in which data were acquired. Each
run lasted typically four hours and we often took runs in
di”erent days to monitor the stability of the results.
First, we draw the reader’s attention to the “FNAL

Q1” data, which were acquired using various sampling
periods ranging from 40 to 74µs. We observe that runs
with the same sampling period yield consistent results,
despite being recorded on di”erent days or with slightly
varying qubit lifetimes and hence di”erent values of P (g).
Moreover, the data show that shorter sampling periods
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known

0 5 10 15 20 25 30 35 40
Number of zeros in 40-point-signal window

4−10

3−10

2−10

1−10

1

10

R
at

e 
[e

ve
nt

s/
se

c]

Shielded chip
44 kBq
76 kBq
125 kBq
161 kBq

LNGS

FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart
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We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
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We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart

• Qubit spontaneous decay:                                  

• P0 ~ TIdle/T1 

• T1 depends on qubit 

• Make TIdle faster  

• Fidelity:                                                                                                                              
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart

3

culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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FIG. 5. Distribution of zeros in the signal region for

runs conducted deep-underground at LNGS (gray,

filled histogram) and above-ground FNAL (green

lines). At FNAL, the qubits were completely unshielded from
cosmic and ambient gamma radiation resulting in significantly
more detected events. The dotted line represent FNAL data
acquired with a sampling period of 40µs, the other FNAL run
and the LNGS one were acquired with 74µs.

We now focus on the di!erence in the event rates mea-
sured for Q1 at FNAL and at the underground LNGS
laboratory. As previously explained, a meaningful com-
parison requires the use of the same sampling period. For
this reason, we report in Fig. 5 the histograms obtained
at both sites utilizing a 74µs sampling period.

At LNGS, the “background” run was acquired ex-
clusively with this sampling, yielding a rate of (0.40 ±

0.18) → 10→3 events/sec. Using the same acquisition pa-
rameters at FNAL, we measured an average rate of
(4.68 ± 0.26) → 10→3 events/sec -approximately an order
of magnitude higher.

We also note that both the obtained rates are an
order of magnitude smaller compared to prediction
of the Monte Carlo simulation (Table I). This hints
that the “detection e”ciency” for events produced by
ionizing radiation of the protocol developed in this work
is around ↑10%. The study presented in Fig. 4 indicates
that the signal e”ciency is limited to approximately
10% primarily due to the sampling period. By repeating
the measurement with a shorter sampling period of
40µs (instead of 74µs), we nearly doubled the measured
signal rate and, consequently, increased the e”ciency
to 19%. However, we empirically determined that
significantly faster sampling rates tend to excite the
qubit to its second or third excited states, resulting in
non-robust and unreliable measurements (see Section II).

To further validate these conclusions, we investigated
the detection e”ciency for events due to ionizing radi-
ation, at LNGS by exposing the chip to Thorium ra-
dioactive sources with increasing activity levels. For this
study, commercially available Thorium rods with known
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FIG. 6. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

activity were placed between the fridge’s outer vacuum
chamber and the external Copper shield. Data were ana-
lyzed using the same protocol applied to the background
runs, and are presented in Fig. 6.
The measured rates indicate that, as expected, expos-

ing the chip to a controlled radioactive source led to an
excess of events with a high number of zeros in the sig-
nal region compared to the “shielded” configuration. In
Fig. 7, the rate of these events is reported as a function
of the source’s intensity. Since the runs with radioactive
sources were done with a slightly faster sampling period,
we corrected the rates reported in Table II by the e!ect
of the sampling period (about 10%). We acknowledge
that comparing the background run and the runs with
radioactive sources on the same plot is not fully justified.
The presence of the sources could induce unknown ef-
fects on the qubit (indeed, the background run is the only
one in which we observe such a low P (g)). Furthermore,
the ω-ray sources exhibit a slightly di!erent energy dis-
tribution compared to the background run, as shown in
the plots provided in the supplementary material (VIIB).
Nevertheless, this study shows that the rate of events at-
tributed to radioactivity increases roughly linearly with
the strength of the source.
Additionally, we compared the triggered and simulated

rates for the various Thorium sources. The slope param-
eter p1 of the linear fit in Fig. 7 indicates that the ag-
gressive data selection results into a detection e”ciency
of (8.0±0.7)% (with the uncertainty being purely statis-
tical), in qualitative agreement with our previous result.
Despite the low detection e”ciency, our findings

demonstrate that qubits are sensitive to gamma radia-
tion, even though ω-rays deposit less energy compared to
cosmic rays [22, 34]. This result is the first experimen-
tal confirmation of the studies conducted in [57]. Apart

Transmons proved to be sensitive to ~20% of impacts  

Now we have a chip with slightly longer T1~300 μs 

• Faster protocol (increase signal) 

• Multiple qubits to suppress noise 

• Increased the fidelity from 70 to >90% using a 
TWPA 

Goal: Demonstrate that transmon are sensitive to 
much more than 20% or radioactive impacts
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• Evidence of a massive, cold, non baryonic 
“dark” matter 

• Very abundant yet … no direct detection 

• Experiments searching for particle-like DM 
are excluding region GeV-TeV 

• Now looking at lower masses [50 keV - MeV]
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• Evidence of a massive, cold, non baryonic 
“dark” matter 

• Very abundant yet … no direct detection 

• Experiments searching for particle-like DM 
are excluding region GeV-TeV 

• Now looking at lower masses [50 keV - MeV]

1 MeV dark matter particle that 
scatters on a nucleus would require a 

threshold as low as 1eV

Qubits have very small transition 
frequencies 

• 4.1 GHz = 1x10-5 eV 

• Tiny energy deposits can affect 
qubits 

• Can we hope to convert them 
into phonon detectors?
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• Simulated potential of transmon qubits for particle detection 

• Chip with 6 transmon in three configuration 

• “full” ground plane, which is standard 

• Limited ground plane 

• Change of qubit design adding collection fins
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superconducting sensor. In-sensor energy resolutions at
the 40 meV scale have been achieved in TES-based de-
vices, with best-achieved in-chip energy resolutions at
the O(eV)scale [6–9]. MKID in-sensor energy resolutions
have been achieved at the 2 eV scale [10], with in-chip
energy resolutions reaching down to O(20 eV) [11, 12].

Another candidate for low-threshold sensing uses a su-
perconducting transmon qubit architecture. Commonly
used as the fundamental hardware units in a supercon-
ducting quantum computer, transmon qubits are anhar-
monic LC circuits etched into a thin, O(100) nm super-
conducting film lying on top of a thicker, O(400) µm
substrate as shown in Figure 1. They are composed of a
superconducting “island” separated from a ground plane
by a gap (the capacitor) spanned by a Josephson junc-
tion (JJ) or SQUID (the inductor). The flexibility in
this device architecture has enabled their use in a variety
of quantum sensing applications including single GHz-
photon detection [13], THz photon detection [14, 15],
ultra-sensitive magnetometry [16], and detection of in-
chip charge and phonon bursts [17]. Many of these sens-
ing modes rely on a demonstrated sensitivity of supercon-
ducting qubits to QPs in the leads of the JJ/SQUID[18–
21], suggesting that qubits may also act as pairbreak-
ing sensors via QP sensing schemes di!erent from (and
potentially competitive with) those in other pairbreak-
ing devices. However, only a few studies have been per-
formed to assess the sensitivity of such sensing schemes
to in-substrate energy depositions [22, 23].

The objective of this work is to demonstrate a bottom-
up, simulation-based estimate of the energy threshold of
a phonon-mediated detector built from transmon qubits
operated in an “energy relaxation” readout scheme. We
begin in Section II by demonstrating the use of the
G4CMP simulation tool in studying phonon transport
between an interaction site and a qubit island. Section
III then presents the Quantum Device Response (QDR)
simulation tool, which we use to estimate the energy
threshold for a single qubit island when using a gate-
based “energy relaxation” readout scheme [20, 21]. We
then explore in Section IV how both chip design and
single-qubit response contribute to an overall chip energy
threshold. We demonstrate model viability in Section V
with a preliminary application of our modeling to data
recently published in Ref [21]. We discuss major take-
aways from this work in Section VI, and close in Section
VII.

II. PHONON PROPAGATION FROM AN
IMPACT SITE TO A QUBIT SENSOR

The energy threshold of a qubit-based device is
strongly dependent on how e”ciently energy can propa-
gate from an interaction site to the qubit islands. In this
study, we use a Geant4-based particle tracking software
called G4CMP [24] to model this phonon propagation
through an example chip geometry (Figure 2): a silicon

FIG. 2. Illustration of the baseline 6-qubit chip geometry
used in this work’s simulation. Each Xmon qubit (top inset)
is a small cross (“island”) about 200µm across, and is coupled
to a resonator that is itself coupled inductively to the central
feedline. A biasing line and wirebonding pad are included for
each qubit. The bottom inset is a visualization of an alterna-
tive style of qubit island that employs collection fins, as put
forth by Ref. [22]. The chip (gray outline) is in contact with
copper mounts (orange) on the underside of its four corners.

substrate of dimension 8 mm x 8 mm x 380 µm mounted
on four copper corners for thermalization and patterned
with six aluminum 100-nm-thick 2D flux-tunable qubits.
Each qubit is modeled after the Xmon architecture com-
monly used for quantum computation, where the cross
acts as the qubit island (and in our case, as the target for
phonons) [25]. While this geometry is based on designs
from the quantum computing community such as those
in Ref. [17, 19] and is therefore not optimized for particle
detection, we use it as a launchpad for discussing more
optimal designs for dark matter detection. What follows
in this section is functionally an inverse study to Ref. [26]
in which we explore chip parameters to maximize the de-
position of phonon energy into the qubit islands.
At an interaction site, energy may be injected into

the detector medium in a number of ways: ionization
by a high energy particle impact followed by electron-
hole phonon scattering and recombination into phonons,
direct phonon excitation through a particle impact, or
phonon production from stress-induced crystal relax-
ation [17, 27, 28]. For most kinds of interactions that
we consider, the majority of the initial energy will be de-
posited in the device substrate rather than in the much
less massive superconducting layer into which the qubits
are patterned. Each event type ultimately results in the
production of athermal phonons whose total energy is ap-
proximately equal to the energy deposited by the initial
interaction in the chip.
While the energies of the created athermal phonons
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superconducting sensor. In-sensor energy resolutions at
the 40 meV scale have been achieved in TES-based de-
vices, with best-achieved in-chip energy resolutions at
the O(eV)scale [6–9]. MKID in-sensor energy resolutions
have been achieved at the 2 eV scale [10], with in-chip
energy resolutions reaching down to O(20 eV) [11, 12].

Another candidate for low-threshold sensing uses a su-
perconducting transmon qubit architecture. Commonly
used as the fundamental hardware units in a supercon-
ducting quantum computer, transmon qubits are anhar-
monic LC circuits etched into a thin, O(100) nm super-
conducting film lying on top of a thicker, O(400) µm
substrate as shown in Figure 1. They are composed of a
superconducting “island” separated from a ground plane
by a gap (the capacitor) spanned by a Josephson junc-
tion (JJ) or SQUID (the inductor). The flexibility in
this device architecture has enabled their use in a variety
of quantum sensing applications including single GHz-
photon detection [13], THz photon detection [14, 15],
ultra-sensitive magnetometry [16], and detection of in-
chip charge and phonon bursts [17]. Many of these sens-
ing modes rely on a demonstrated sensitivity of supercon-
ducting qubits to QPs in the leads of the JJ/SQUID[18–
21], suggesting that qubits may also act as pairbreak-
ing sensors via QP sensing schemes di!erent from (and
potentially competitive with) those in other pairbreak-
ing devices. However, only a few studies have been per-
formed to assess the sensitivity of such sensing schemes
to in-substrate energy depositions [22, 23].

The objective of this work is to demonstrate a bottom-
up, simulation-based estimate of the energy threshold of
a phonon-mediated detector built from transmon qubits
operated in an “energy relaxation” readout scheme. We
begin in Section II by demonstrating the use of the
G4CMP simulation tool in studying phonon transport
between an interaction site and a qubit island. Section
III then presents the Quantum Device Response (QDR)
simulation tool, which we use to estimate the energy
threshold for a single qubit island when using a gate-
based “energy relaxation” readout scheme [20, 21]. We
then explore in Section IV how both chip design and
single-qubit response contribute to an overall chip energy
threshold. We demonstrate model viability in Section V
with a preliminary application of our modeling to data
recently published in Ref [21]. We discuss major take-
aways from this work in Section VI, and close in Section
VII.

II. PHONON PROPAGATION FROM AN
IMPACT SITE TO A QUBIT SENSOR

The energy threshold of a qubit-based device is
strongly dependent on how e”ciently energy can propa-
gate from an interaction site to the qubit islands. In this
study, we use a Geant4-based particle tracking software
called G4CMP [24] to model this phonon propagation
through an example chip geometry (Figure 2): a silicon

FIG. 2. Illustration of the baseline 6-qubit chip geometry
used in this work’s simulation. Each Xmon qubit (top inset)
is a small cross (“island”) about 200µm across, and is coupled
to a resonator that is itself coupled inductively to the central
feedline. A biasing line and wirebonding pad are included for
each qubit. The bottom inset is a visualization of an alterna-
tive style of qubit island that employs collection fins, as put
forth by Ref. [22]. The chip (gray outline) is in contact with
copper mounts (orange) on the underside of its four corners.

substrate of dimension 8 mm x 8 mm x 380 µm mounted
on four copper corners for thermalization and patterned
with six aluminum 100-nm-thick 2D flux-tunable qubits.
Each qubit is modeled after the Xmon architecture com-
monly used for quantum computation, where the cross
acts as the qubit island (and in our case, as the target for
phonons) [25]. While this geometry is based on designs
from the quantum computing community such as those
in Ref. [17, 19] and is therefore not optimized for particle
detection, we use it as a launchpad for discussing more
optimal designs for dark matter detection. What follows
in this section is functionally an inverse study to Ref. [26]
in which we explore chip parameters to maximize the de-
position of phonon energy into the qubit islands.
At an interaction site, energy may be injected into

the detector medium in a number of ways: ionization
by a high energy particle impact followed by electron-
hole phonon scattering and recombination into phonons,
direct phonon excitation through a particle impact, or
phonon production from stress-induced crystal relax-
ation [17, 27, 28]. For most kinds of interactions that
we consider, the majority of the initial energy will be de-
posited in the device substrate rather than in the much
less massive superconducting layer into which the qubits
are patterned. Each event type ultimately results in the
production of athermal phonons whose total energy is ap-
proximately equal to the energy deposited by the initial
interaction in the chip.
While the energies of the created athermal phonons
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superconducting sensor. In-sensor energy resolutions at
the 40 meV scale have been achieved in TES-based de-
vices, with best-achieved in-chip energy resolutions at
the O(eV)scale [6–9]. MKID in-sensor energy resolutions
have been achieved at the 2 eV scale [10], with in-chip
energy resolutions reaching down to O(20 eV) [11, 12].

Another candidate for low-threshold sensing uses a su-
perconducting transmon qubit architecture. Commonly
used as the fundamental hardware units in a supercon-
ducting quantum computer, transmon qubits are anhar-
monic LC circuits etched into a thin, O(100) nm super-
conducting film lying on top of a thicker, O(400) µm
substrate as shown in Figure 1. They are composed of a
superconducting “island” separated from a ground plane
by a gap (the capacitor) spanned by a Josephson junc-
tion (JJ) or SQUID (the inductor). The flexibility in
this device architecture has enabled their use in a variety
of quantum sensing applications including single GHz-
photon detection [13], THz photon detection [14, 15],
ultra-sensitive magnetometry [16], and detection of in-
chip charge and phonon bursts [17]. Many of these sens-
ing modes rely on a demonstrated sensitivity of supercon-
ducting qubits to QPs in the leads of the JJ/SQUID[18–
21], suggesting that qubits may also act as pairbreak-
ing sensors via QP sensing schemes di!erent from (and
potentially competitive with) those in other pairbreak-
ing devices. However, only a few studies have been per-
formed to assess the sensitivity of such sensing schemes
to in-substrate energy depositions [22, 23].

The objective of this work is to demonstrate a bottom-
up, simulation-based estimate of the energy threshold of
a phonon-mediated detector built from transmon qubits
operated in an “energy relaxation” readout scheme. We
begin in Section II by demonstrating the use of the
G4CMP simulation tool in studying phonon transport
between an interaction site and a qubit island. Section
III then presents the Quantum Device Response (QDR)
simulation tool, which we use to estimate the energy
threshold for a single qubit island when using a gate-
based “energy relaxation” readout scheme [20, 21]. We
then explore in Section IV how both chip design and
single-qubit response contribute to an overall chip energy
threshold. We demonstrate model viability in Section V
with a preliminary application of our modeling to data
recently published in Ref [21]. We discuss major take-
aways from this work in Section VI, and close in Section
VII.

II. PHONON PROPAGATION FROM AN
IMPACT SITE TO A QUBIT SENSOR

The energy threshold of a qubit-based device is
strongly dependent on how e”ciently energy can propa-
gate from an interaction site to the qubit islands. In this
study, we use a Geant4-based particle tracking software
called G4CMP [24] to model this phonon propagation
through an example chip geometry (Figure 2): a silicon

FIG. 2. Illustration of the baseline 6-qubit chip geometry
used in this work’s simulation. Each Xmon qubit (top inset)
is a small cross (“island”) about 200µm across, and is coupled
to a resonator that is itself coupled inductively to the central
feedline. A biasing line and wirebonding pad are included for
each qubit. The bottom inset is a visualization of an alterna-
tive style of qubit island that employs collection fins, as put
forth by Ref. [22]. The chip (gray outline) is in contact with
copper mounts (orange) on the underside of its four corners.

substrate of dimension 8 mm x 8 mm x 380 µm mounted
on four copper corners for thermalization and patterned
with six aluminum 100-nm-thick 2D flux-tunable qubits.
Each qubit is modeled after the Xmon architecture com-
monly used for quantum computation, where the cross
acts as the qubit island (and in our case, as the target for
phonons) [25]. While this geometry is based on designs
from the quantum computing community such as those
in Ref. [17, 19] and is therefore not optimized for particle
detection, we use it as a launchpad for discussing more
optimal designs for dark matter detection. What follows
in this section is functionally an inverse study to Ref. [26]
in which we explore chip parameters to maximize the de-
position of phonon energy into the qubit islands.
At an interaction site, energy may be injected into

the detector medium in a number of ways: ionization
by a high energy particle impact followed by electron-
hole phonon scattering and recombination into phonons,
direct phonon excitation through a particle impact, or
phonon production from stress-induced crystal relax-
ation [17, 27, 28]. For most kinds of interactions that
we consider, the majority of the initial energy will be de-
posited in the device substrate rather than in the much
less massive superconducting layer into which the qubits
are patterned. Each event type ultimately results in the
production of athermal phonons whose total energy is ap-
proximately equal to the energy deposited by the initial
interaction in the chip.
While the energies of the created athermal phonons
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will vary depending on the event type, relaxation pro-
cesses rapidly downconvert (over ns timescales) high-
energy phonons into a larger number of lower-energy
phonons that travel ballistically in the substrate [29]. In
silicon, the rate of this anharmonic downconversion !anh

rises with phonon energy to the fifth power, !anh → E5
ph.

As a result, the mean free path of this process is ap-
proximately 5 µm for a 30 meV phonon and a much
longer 1 cm for a 6 meV phonon. Similarly, the rate
at which phonons scatter on isotopic impurities within
the crystal lattice scales as E4

ph, increasing steeply with
phonon energy. When the mean free paths for both of
these processes are longer than the device dimensions, the
phonons will stream largely unimpeded along the mate-
rial’s phonon caustics [30], and their momenta and en-
ergy spectra are influenced primarily by boundary scat-
ters. For our baseline detector which has a 380 µm thick-
ness (or for detectors with similar thickness), phonons are
e”ectively ballistic at energies below the 6-meV scale.
These low-energy phonons are responsible for convey-
ing the deposited energy from the interaction site to the
qubit sensors, and do so quasidi”usively over 10-100 µs
timescales for standard 1x1-cm2-area wafers [17].

Phonons may be lost either through absorption in the
superconducting layer or by absorption in the copper
thermalization mounts in the corners on the underside
of the chip. In this work, we model an “all-or-none”
phonon absorption process at a given surface with an ef-
fective “phonon absorption probability” (pa), such that
a phonon incident upon an interface has a probability pa
of being fully absorbed and a probability 1 ↑ pa of be-
ing fully reflected. We will use the notation pa,s to rep-
resent this probability for interfaces between substrate
and superconductor, and pa,c to represent this proba-
bility for interfaces between substrate and (copper) cor-
ner thermalization mounts. This “all-or-none” model is
a necessary oversimplification of the physics involved in
phonon absorption, as rigorous first-principles modeling
needs to capture complex dependencies on several param-
eters such as phonon energy and angle, interfacial acous-
tic mismatch, film crystallinity and thickness, and (in
the case of superconductors) the gap parameter #, not
all of which are currently captured in G4CMP [20, 31].
Some of this complexity can be mapped into our simple
modeling paradigm using known approximations to pa,s:

pa,s ↓ 1↑ exp

[
↑ 2l

ωvsε
ph
0

(Eph

#

)]
, (1)

where Eph is the phonon energy, l is the film thickness,

εph0 is a material-dependent characteristic phonon scat-
tering time [32], vs is the sound speed in the material,
and # is the superconducting gap energy. This expres-
sion holds in the limit Eph ↔ # [20, 26], which is a
reasonable assumption for a phonon created in a down-
conversion process in a silicon chip and impinging upon
a superconducting aluminum film. For a film thickness
of 100 nm, Equation 1 gives pa,s ↭ 0.2 for Eph > 1 meV.

FIG. 3. Single-qubit phonon collection e!ciency ωph,q versus
radial distance from a given qubit island. Each curve is aver-
aged over the six qubits simulated in our baseline geometry.
This simulation is estimated for six di”erent chip designs: full
ground plane, limited ground plane, and limited ground plane
with collection-fin qubit design. Solid (dashed) lines are for a
pa,s of 1.0 (0.1) at the Si-SC interface.

We will therefore focus our study on pa,s values in the
range from 0.1 to 1.0. A more rigorous handling of su-
perconductor and normal-metal phonon modeling will be
the focus of follow-up work.

With G4CMP, we first estimate the probability with
which a ballistic phonon emerging from an interaction
point will be absorbed into a qubit island. We define
a qubit’s spatially-varying phonon collection e$ciency
ϑph,q(r) as the average fraction of a total emitted phonon
energy that is absorbed by a qubit a distance r from the
emission point. We launch simulated 20-meV phonons
uniformly throughout the chip, explicitly tabulate this
fraction as a function of radial distance from each qubit,
and average the fraction across the six qubits (Figure 3).
We run these simulations for three di”erent potential chip
conditions that vary in qubit design and overall super-
conductor coverage: an Xmon-style island with a full Al
ground plane, an Xmon-style island with a nearly absent
(“Limited”) ground plane, and a collection-fin style is-
land (Figure 2 lower inset) with a nearly absent ground
plane.1 In the three above-mentioned cases, the ratios of
total qubit area to total superconductor area are 0.0011,
0.019, and 0.156, respectively. For each of these, we make

1 While we present this third design to highlight its advantageous
phonon collection, we have not yet performed studies to under-
stand how feasibly this design may function as a transmon from
an RF standpoint. For more discussion, see Ref. [22]
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will vary depending on the event type, relaxation pro-
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silicon, the rate of this anharmonic downconversion !anh
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As a result, the mean free path of this process is ap-
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ing the deposited energy from the interaction site to the
qubit sensors, and do so quasidi”usively over 10-100 µs
timescales for standard 1x1-cm2-area wafers [17].

Phonons may be lost either through absorption in the
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thermalization mounts in the corners on the underside
of the chip. In this work, we model an “all-or-none”
phonon absorption process at a given surface with an ef-
fective “phonon absorption probability” (pa), such that
a phonon incident upon an interface has a probability pa
of being fully absorbed and a probability 1 ↑ pa of be-
ing fully reflected. We will use the notation pa,s to rep-
resent this probability for interfaces between substrate
and superconductor, and pa,c to represent this proba-
bility for interfaces between substrate and (copper) cor-
ner thermalization mounts. This “all-or-none” model is
a necessary oversimplification of the physics involved in
phonon absorption, as rigorous first-principles modeling
needs to capture complex dependencies on several param-
eters such as phonon energy and angle, interfacial acous-
tic mismatch, film crystallinity and thickness, and (in
the case of superconductors) the gap parameter #, not
all of which are currently captured in G4CMP [20, 31].
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εph0 is a material-dependent characteristic phonon scat-
tering time [32], vs is the sound speed in the material,
and # is the superconducting gap energy. This expres-
sion holds in the limit Eph ↔ # [20, 26], which is a
reasonable assumption for a phonon created in a down-
conversion process in a silicon chip and impinging upon
a superconducting aluminum film. For a film thickness
of 100 nm, Equation 1 gives pa,s ↭ 0.2 for Eph > 1 meV.

FIG. 3. Single-qubit phonon collection e!ciency ωph,q versus
radial distance from a given qubit island. Each curve is aver-
aged over the six qubits simulated in our baseline geometry.
This simulation is estimated for six di”erent chip designs: full
ground plane, limited ground plane, and limited ground plane
with collection-fin qubit design. Solid (dashed) lines are for a
pa,s of 1.0 (0.1) at the Si-SC interface.

We will therefore focus our study on pa,s values in the
range from 0.1 to 1.0. A more rigorous handling of su-
perconductor and normal-metal phonon modeling will be
the focus of follow-up work.

With G4CMP, we first estimate the probability with
which a ballistic phonon emerging from an interaction
point will be absorbed into a qubit island. We define
a qubit’s spatially-varying phonon collection e$ciency
ϑph,q(r) as the average fraction of a total emitted phonon
energy that is absorbed by a qubit a distance r from the
emission point. We launch simulated 20-meV phonons
uniformly throughout the chip, explicitly tabulate this
fraction as a function of radial distance from each qubit,
and average the fraction across the six qubits (Figure 3).
We run these simulations for three di”erent potential chip
conditions that vary in qubit design and overall super-
conductor coverage: an Xmon-style island with a full Al
ground plane, an Xmon-style island with a nearly absent
(“Limited”) ground plane, and a collection-fin style is-
land (Figure 2 lower inset) with a nearly absent ground
plane.1 In the three above-mentioned cases, the ratios of
total qubit area to total superconductor area are 0.0011,
0.019, and 0.156, respectively. For each of these, we make

1 While we present this third design to highlight its advantageous
phonon collection, we have not yet performed studies to under-
stand how feasibly this design may function as a transmon from
an RF standpoint. For more discussion, see Ref. [22]

When making the spatial average of the phonon 
collection efficiency of the 6 qubits, we get: 

• 0.1% for transmons with full ground plane 

• 1-2 % for transmons with limited ground plane 

• 13-17 % for transmons with collection fins

Kind of known from experiments with 
microwave resonators

Proposed by Fink et al in 2024 

Measurements to be done

https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.22.054009
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Cooper pairs into quasiparticles NQP 

Eabsorbed = Δ x NQP 
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A fraction of phonons is absorbed by the qubit 

A fraction of them (0.6 for aluminum) will break 
Cooper pairs into quasiparticles NQP 

Eabsorbed = Δ x NQP 

Make reasonable assumptions for QPs diffusion, 
recombination, trapping 

Run our protocol to extract “events” and simulate 
their energy
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FIG. 4. A simulated event in which 15 eV is deposited di-
rectly into a single transmon island at t =1 ms. Top: Re-
duced QP density as a function of time. Center: The time
series of read-out qubit state for the “energy relaxation” read-
out scheme in Figure 5. Here, measurements right after en-
ergy injection frequently return an “error”, and measurements
many ms after the injection less frequently return an “error”
due to the reduced QP density. For this readout scheme, we
assume a qubit T1,base = 2 ms, F = 98%, and search time
!t = 2000 ns. Bottom: The errors in the central curve,
binned in time such that each “sample” represents the num-
ber of errors in 20 measurements of the qubit.

After an energy deposition in the qubit, evolution of
QP populations is governed primarily by di!usion, re-
combination, and trapping. Di!usion throughout islands
of order 200 µm happens within O(10) µs [35–37], allow-
ing us to treat QPs e!ectively as if they exist with a uni-
form density nqp → Nqp/V in the island and leads after
this time has elapsed. Knowing the superfluid (CP) den-
sity nCP for a given material, it is then possible to model
the normalized quasiparticle density xqp → nqp/nCP with

dxqp

dt
= ↑rx2

qp ↑ s0xqp + g. (5)

where the coe”cients r and s0, and the constant g rep-
resent rates of QP “self”-recombination, linear loss due
to QP trapping or recombination with “quiescent” QPs,
and QP generation, respectively [10, 18, 38]. In each
time step ωt, QDR computes the corresponding dxqp us-
ing these parameters and uses it to update the total xqp

in a simulated qubit (Figure 4, top).

For our model, we motivate choices of r, s0, and g
using values measured in literature. The recombination
coe”cient r is expected to be as large as its theoreti-
cally motivated value, rKaplan = 0.05 ns→1, but may be
suppressed by around an order of magnitude or more de-
pending on phonons that re-break CPs before leaving the
film [18, 26, 32]. While this suppression factor is device-
specific, we have also observed that the results that follow
are only weakly dependent on r within the range of val-
ues typically measured. In this study we use a value of
r = 0.005 ns→1, corresponding to a suppression factor of
10. The values of s0 and g are di”cult to predict a priori
and depend heavily on experimental parameters like ma-
terial impurities, spatial variation in the superconducting
gap #, and IR shielding [39, 40]. In our modeling, these
are set to the values in Table II.

2. Quantum State Evolution

QDR contains a description of a qubit state that also
evolves in time. For this study, we use a very simple
model in which the state is in either the first excited en-
ergy eigenstate |1↓ or the energy ground state |0↓. The
state can be changed using simulated gates in a gate se-
quence: a ε-pulse performs a bit flip operation, taking
|0↓ ↔ |1↓ and |1↓ ↔ |0↓. The state can also be changed
if energy relaxation occurs. QPs present in the qubit is-
land may tunnel across the qubit’s Josepshon junction
and induce relaxation of a qubit from the excited state
to ground state. The rate of relaxations due to such tun-
neling events in a qubit with frequency ϑq is known [41]
to be

$qp =

√
2ϑq#

ε2⊋ xqp, (6)

which can be recast in terms of a characteristic relax-
ation coherence time T1,qp = 1/$qp. The relaxation rate
contributes to an overall energy relaxation rate of a qubit
$tot = $other + $qp, where $other represents the energy
decay rate contributions from non-QP-related dissipative
e!ects caused by other environmental noise [42].
QDR computes a total relaxation rate from both the

instantaneous QP density at a given time and a parame-
terized “baseline” coherence time, T1,base, due to non-QP
e!ects. If the qubit is brought away from the |0↓ state,
QDR uses the instantaneous characteristic decay time T1

to randomly sample the next time at which state relax-
ation back to |0↓ is induced. It updates this estimate on
the fly as T1,qp evolves, using techniques similar to those
used in Ref. [43] for particle tracking through inhomoge-
neous materials.

3. Quantum State Readout

The final role of QDR is to simulate the readout value
extracted from a qubit. We include a projective measure-
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in
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FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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FIG. 4. A simulated event in which 15 eV is deposited di-
rectly into a single transmon island at t =1 ms. Top: Re-
duced QP density as a function of time. Center: The time
series of read-out qubit state for the “energy relaxation” read-
out scheme in Figure 5. Here, measurements right after en-
ergy injection frequently return an “error”, and measurements
many ms after the injection less frequently return an “error”
due to the reduced QP density. For this readout scheme, we
assume a qubit T1,base = 2 ms, F = 98%, and search time
!t = 2000 ns. Bottom: The errors in the central curve,
binned in time such that each “sample” represents the num-
ber of errors in 20 measurements of the qubit.

After an energy deposition in the qubit, evolution of
QP populations is governed primarily by di!usion, re-
combination, and trapping. Di!usion throughout islands
of order 200 µm happens within O(10) µs [35–37], allow-
ing us to treat QPs e!ectively as if they exist with a uni-
form density nqp → Nqp/V in the island and leads after
this time has elapsed. Knowing the superfluid (CP) den-
sity nCP for a given material, it is then possible to model
the normalized quasiparticle density xqp → nqp/nCP with
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where the coe”cients r and s0, and the constant g rep-
resent rates of QP “self”-recombination, linear loss due
to QP trapping or recombination with “quiescent” QPs,
and QP generation, respectively [10, 18, 38]. In each
time step ωt, QDR computes the corresponding dxqp us-
ing these parameters and uses it to update the total xqp

in a simulated qubit (Figure 4, top).

For our model, we motivate choices of r, s0, and g
using values measured in literature. The recombination
coe”cient r is expected to be as large as its theoreti-
cally motivated value, rKaplan = 0.05 ns→1, but may be
suppressed by around an order of magnitude or more de-
pending on phonons that re-break CPs before leaving the
film [18, 26, 32]. While this suppression factor is device-
specific, we have also observed that the results that follow
are only weakly dependent on r within the range of val-
ues typically measured. In this study we use a value of
r = 0.005 ns→1, corresponding to a suppression factor of
10. The values of s0 and g are di”cult to predict a priori
and depend heavily on experimental parameters like ma-
terial impurities, spatial variation in the superconducting
gap #, and IR shielding [39, 40]. In our modeling, these
are set to the values in Table II.

2. Quantum State Evolution

QDR contains a description of a qubit state that also
evolves in time. For this study, we use a very simple
model in which the state is in either the first excited en-
ergy eigenstate |1↓ or the energy ground state |0↓. The
state can be changed using simulated gates in a gate se-
quence: a ε-pulse performs a bit flip operation, taking
|0↓ ↔ |1↓ and |1↓ ↔ |0↓. The state can also be changed
if energy relaxation occurs. QPs present in the qubit is-
land may tunnel across the qubit’s Josepshon junction
and induce relaxation of a qubit from the excited state
to ground state. The rate of relaxations due to such tun-
neling events in a qubit with frequency ϑq is known [41]
to be

$qp =
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which can be recast in terms of a characteristic relax-
ation coherence time T1,qp = 1/$qp. The relaxation rate
contributes to an overall energy relaxation rate of a qubit
$tot = $other + $qp, where $other represents the energy
decay rate contributions from non-QP-related dissipative
e!ects caused by other environmental noise [42].
QDR computes a total relaxation rate from both the

instantaneous QP density at a given time and a parame-
terized “baseline” coherence time, T1,base, due to non-QP
e!ects. If the qubit is brought away from the |0↓ state,
QDR uses the instantaneous characteristic decay time T1

to randomly sample the next time at which state relax-
ation back to |0↓ is induced. It updates this estimate on
the fly as T1,qp evolves, using techniques similar to those
used in Ref. [43] for particle tracking through inhomoge-
neous materials.

3. Quantum State Readout

The final role of QDR is to simulate the readout value
extracted from a qubit. We include a projective measure-
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TABLE I. Estimates of ωph,sp and Ethr,chip for a set of 12 chip designs. Relative statistical uncertainties on the simulated
estimates of ωph,sp are at or below the few-% level. The calculation of thresholds in the rightmost column relies on the
discussion in Sections III and IV, but results are tabulated here for conciseness. For threshold estimates, the single-qubit
readout parameters used are the near-term “baseline” ones discussed: T1,base =2 ms, F = 0.98 (see Section III text for
definitions). Under these conditions, εE,abs → 0.088eV. We note that for Designs 13 and 14, the calculation of threshold
accounts for a few additional e!ects that modify εE,abs as discussed at the end of Section III C.

Design Number
of Qubits

Qubit Design Ground
Plane

Si-SC phonon
absorption prob.

Si-Cu phonon
absorption prob.

Spatially-averaged
phonon collection e!.

Chip
Threshold

Nq pa,s pa,c ωph,sp Ethr,chip

1 6 Xmon Full 1.0 0.1 0.14% 737 eV
2 6 Xmon Full 0.1 0.1 0.12% 860 eV
3 6 Xmon Limited 1.0 0.1 2.07% 49 eV
4 6 Xmon Limited 0.1 0.1 1.44% 71 eV
5 6 Xmon Full 1.0 1.0 0.14% 737 eV
6 6 Xmon Full 0.1 1.0 0.12% 860 eV
7 6 Xmon Limited 1.0 1.0 1.76% 58 eV
8 6 Xmon Limited 0.1 1.0 0.76% 135 eV
9 2 Xmon Full 1.0 0.1 0.05% 1157 eV
10 10 Xmon Full 1.0 0.1 0.24% 574 eV
11 2 Xmon Limited 1.0 0.1 1.38% 41 eV
12 10 Xmon Limited 1.0 0.1 2.39% 57 eV
13 6 Collection Fins Limited 1.0 0.1 17.0% O(0.1) eV
14 6 Collection Fins Limited 0.1 0.1 12.6% O(0.1) eV

estimates for pa,s = 0.1 and pa,s = 1.0 at the Si-SC
(silicon-superconductor) interface, and assume pa,c = 0.1
at the Si-Cu interface where the chip’s four corners sit
on the copper thermalization mount.

These six scenarios in Figure 3 already provide a wide
range of possible phonon collection e!ciencies. A chip
with a full ground plane may display phonon collection
e!ciencies that are reduced by orders of magnitude rela-
tive to a chip with a spatially limited ground plane. A full
ground plane significantly decreases the ratio of “sensing”
superconductor (i.e. the qubit island) area to total su-
perconductor area in which phonons may be absorbed,
reducing the overall collection e!ciency. An additional
order of magnitude improvement in phonon collection can
be achieved with the use of collecting fins for the same
reason. For a given ground plane scenario, a lower prob-
ability of phonon absorption at the Si-SC interface will
lead to a lower ωph,q close to the qubit, but a larger ωph,q
far from the qubit. This is as a result of the increased
ability of phonons to travel laterally in the plane of the
chip by reflecting multiple times o” of its top and bottom.

Another useful metric to quote is the total phonon col-
lection e!ciency spatially averaged over the entire chip,
ωph,sp, which we define as

ωph,sp →
〈∑

i Edep,i

Edep,chip

〉
, (2)

where Edep,i is the energy absorbed by qubit i, Edep,chip

is the total deposited energy, and the brackets denote
spatial averaging of the location of the energy deposition
Edep,chip over the chip. This is a single metric that de-
scribes the overall conversion of in-chip energy to in-qubit
energy. Table I presents estimates of this spatially aver-
aged ωph,sp for an expanded set of simulation conditions.

Beyond the chip conditions shown in Figure 3 (Designs
1-4,13,14), we explore wide variations in the absorption
probability for phonons impinging upon the Si-Cu inter-
face at the mount points in the four corners of the chip
(Designs 5-8), as this probability is not easy to know a
priori. We also study variations in the number of qubit-
resonator-control-line assemblies included (Designs 9-12),
to understand how the overall collection scales as phonon
energy is necessarily split between multiple sensors.
An analytical approximation to ωph,sp can be con-

structed as the ratio of sensitive to total absorptive area
weighted by the phonon absorption probability at each
interface [22]:

ωph,sp ↑ pa,sAs∑
i pa,iAi

, (3)

where As is the sum of areas of all sensitive elements
(qubit islands) and Ai represents a more general interfa-
cial element’s area, whether sensitive or not. We recast
this general form slightly to acquire a form explicitly de-
pendent on the number of qubits Nq:

ωph,sp ↑ NqAqpa,s
NqAtpa,s +Acpa,c + f(Nq)

, (4)

where the Aq is area of a qubit island, At is the total su-
perconducting interfacial area added per qubit assembly
(i.e. qubit, resonators, control lines, etc.), Ac is the total
area of the copper corner thermal mounts, and f(Nq) is a
function representing the average product of absorption
probability and area for the remaining superconductor
area. The form of f is dependent on ground plane sce-
nario: for a negligible ground plane, f(Nq) is just the
product of the transmission line area and pa,s, and is

4

TABLE I. Estimates of ωph,sp and Ethr,chip for a set of 12 chip designs. Relative statistical uncertainties on the simulated
estimates of ωph,sp are at or below the few-% level. The calculation of thresholds in the rightmost column relies on the
discussion in Sections III and IV, but results are tabulated here for conciseness. For threshold estimates, the single-qubit
readout parameters used are the near-term “baseline” ones discussed: T1,base =2 ms, F = 0.98 (see Section III text for
definitions). Under these conditions, εE,abs → 0.088eV. We note that for Designs 13 and 14, the calculation of threshold
accounts for a few additional e!ects that modify εE,abs as discussed at the end of Section III C.

Design Number
of Qubits

Qubit Design Ground
Plane

Si-SC phonon
absorption prob.

Si-Cu phonon
absorption prob.

Spatially-averaged
phonon collection e!.

Chip
Threshold

Nq pa,s pa,c ωph,sp Ethr,chip

1 6 Xmon Full 1.0 0.1 0.14% 737 eV
2 6 Xmon Full 0.1 0.1 0.12% 860 eV
3 6 Xmon Limited 1.0 0.1 2.07% 49 eV
4 6 Xmon Limited 0.1 0.1 1.44% 71 eV
5 6 Xmon Full 1.0 1.0 0.14% 737 eV
6 6 Xmon Full 0.1 1.0 0.12% 860 eV
7 6 Xmon Limited 1.0 1.0 1.76% 58 eV
8 6 Xmon Limited 0.1 1.0 0.76% 135 eV
9 2 Xmon Full 1.0 0.1 0.05% 1157 eV
10 10 Xmon Full 1.0 0.1 0.24% 574 eV
11 2 Xmon Limited 1.0 0.1 1.38% 41 eV
12 10 Xmon Limited 1.0 0.1 2.39% 57 eV
13 6 Collection Fins Limited 1.0 0.1 17.0% O(0.1) eV
14 6 Collection Fins Limited 0.1 0.1 12.6% O(0.1) eV

estimates for pa,s = 0.1 and pa,s = 1.0 at the Si-SC
(silicon-superconductor) interface, and assume pa,c = 0.1
at the Si-Cu interface where the chip’s four corners sit
on the copper thermalization mount.

These six scenarios in Figure 3 already provide a wide
range of possible phonon collection e!ciencies. A chip
with a full ground plane may display phonon collection
e!ciencies that are reduced by orders of magnitude rela-
tive to a chip with a spatially limited ground plane. A full
ground plane significantly decreases the ratio of “sensing”
superconductor (i.e. the qubit island) area to total su-
perconductor area in which phonons may be absorbed,
reducing the overall collection e!ciency. An additional
order of magnitude improvement in phonon collection can
be achieved with the use of collecting fins for the same
reason. For a given ground plane scenario, a lower prob-
ability of phonon absorption at the Si-SC interface will
lead to a lower ωph,q close to the qubit, but a larger ωph,q
far from the qubit. This is as a result of the increased
ability of phonons to travel laterally in the plane of the
chip by reflecting multiple times o” of its top and bottom.

Another useful metric to quote is the total phonon col-
lection e!ciency spatially averaged over the entire chip,
ωph,sp, which we define as

ωph,sp →
〈∑

i Edep,i

Edep,chip

〉
, (2)

where Edep,i is the energy absorbed by qubit i, Edep,chip

is the total deposited energy, and the brackets denote
spatial averaging of the location of the energy deposition
Edep,chip over the chip. This is a single metric that de-
scribes the overall conversion of in-chip energy to in-qubit
energy. Table I presents estimates of this spatially aver-
aged ωph,sp for an expanded set of simulation conditions.

Beyond the chip conditions shown in Figure 3 (Designs
1-4,13,14), we explore wide variations in the absorption
probability for phonons impinging upon the Si-Cu inter-
face at the mount points in the four corners of the chip
(Designs 5-8), as this probability is not easy to know a
priori. We also study variations in the number of qubit-
resonator-control-line assemblies included (Designs 9-12),
to understand how the overall collection scales as phonon
energy is necessarily split between multiple sensors.
An analytical approximation to ωph,sp can be con-

structed as the ratio of sensitive to total absorptive area
weighted by the phonon absorption probability at each
interface [22]:

ωph,sp ↑ pa,sAs∑
i pa,iAi

, (3)

where As is the sum of areas of all sensitive elements
(qubit islands) and Ai represents a more general interfa-
cial element’s area, whether sensitive or not. We recast
this general form slightly to acquire a form explicitly de-
pendent on the number of qubits Nq:

ωph,sp ↑ NqAqpa,s
NqAtpa,s +Acpa,c + f(Nq)

, (4)

where the Aq is area of a qubit island, At is the total su-
perconducting interfacial area added per qubit assembly
(i.e. qubit, resonators, control lines, etc.), Ac is the total
area of the copper corner thermal mounts, and f(Nq) is a
function representing the average product of absorption
probability and area for the remaining superconductor
area. The form of f is dependent on ground plane sce-
nario: for a negligible ground plane, f(Nq) is just the
product of the transmission line area and pa,s, and is

In principle, standard transmon can match the 
sensitivity of MKIDs resonators (but are far from 
the one of TES) 

However, they have the unique potential to go to 
much much lower thresholds 

—> very exciting field
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TABLE I. Estimates of ωph,sp and Ethr,chip for a set of 12 chip designs. Relative statistical uncertainties on the simulated
estimates of ωph,sp are at or below the few-% level. The calculation of thresholds in the rightmost column relies on the
discussion in Sections III and IV, but results are tabulated here for conciseness. For threshold estimates, the single-qubit
readout parameters used are the near-term “baseline” ones discussed: T1,base =2 ms, F = 0.98 (see Section III text for
definitions). Under these conditions, εE,abs → 0.088eV. We note that for Designs 13 and 14, the calculation of threshold
accounts for a few additional e!ects that modify εE,abs as discussed at the end of Section III C.
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Qubit Design Ground
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Si-SC phonon
absorption prob.

Si-Cu phonon
absorption prob.

Spatially-averaged
phonon collection e!.

Chip
Threshold

Nq pa,s pa,c ωph,sp Ethr,chip

1 6 Xmon Full 1.0 0.1 0.14% 737 eV
2 6 Xmon Full 0.1 0.1 0.12% 860 eV
3 6 Xmon Limited 1.0 0.1 2.07% 49 eV
4 6 Xmon Limited 0.1 0.1 1.44% 71 eV
5 6 Xmon Full 1.0 1.0 0.14% 737 eV
6 6 Xmon Full 0.1 1.0 0.12% 860 eV
7 6 Xmon Limited 1.0 1.0 1.76% 58 eV
8 6 Xmon Limited 0.1 1.0 0.76% 135 eV
9 2 Xmon Full 1.0 0.1 0.05% 1157 eV
10 10 Xmon Full 1.0 0.1 0.24% 574 eV
11 2 Xmon Limited 1.0 0.1 1.38% 41 eV
12 10 Xmon Limited 1.0 0.1 2.39% 57 eV
13 6 Collection Fins Limited 1.0 0.1 17.0% O(0.1) eV
14 6 Collection Fins Limited 0.1 0.1 12.6% O(0.1) eV

estimates for pa,s = 0.1 and pa,s = 1.0 at the Si-SC
(silicon-superconductor) interface, and assume pa,c = 0.1
at the Si-Cu interface where the chip’s four corners sit
on the copper thermalization mount.

These six scenarios in Figure 3 already provide a wide
range of possible phonon collection e!ciencies. A chip
with a full ground plane may display phonon collection
e!ciencies that are reduced by orders of magnitude rela-
tive to a chip with a spatially limited ground plane. A full
ground plane significantly decreases the ratio of “sensing”
superconductor (i.e. the qubit island) area to total su-
perconductor area in which phonons may be absorbed,
reducing the overall collection e!ciency. An additional
order of magnitude improvement in phonon collection can
be achieved with the use of collecting fins for the same
reason. For a given ground plane scenario, a lower prob-
ability of phonon absorption at the Si-SC interface will
lead to a lower ωph,q close to the qubit, but a larger ωph,q
far from the qubit. This is as a result of the increased
ability of phonons to travel laterally in the plane of the
chip by reflecting multiple times o” of its top and bottom.

Another useful metric to quote is the total phonon col-
lection e!ciency spatially averaged over the entire chip,
ωph,sp, which we define as

ωph,sp →
〈∑

i Edep,i

Edep,chip

〉
, (2)

where Edep,i is the energy absorbed by qubit i, Edep,chip

is the total deposited energy, and the brackets denote
spatial averaging of the location of the energy deposition
Edep,chip over the chip. This is a single metric that de-
scribes the overall conversion of in-chip energy to in-qubit
energy. Table I presents estimates of this spatially aver-
aged ωph,sp for an expanded set of simulation conditions.

Beyond the chip conditions shown in Figure 3 (Designs
1-4,13,14), we explore wide variations in the absorption
probability for phonons impinging upon the Si-Cu inter-
face at the mount points in the four corners of the chip
(Designs 5-8), as this probability is not easy to know a
priori. We also study variations in the number of qubit-
resonator-control-line assemblies included (Designs 9-12),
to understand how the overall collection scales as phonon
energy is necessarily split between multiple sensors.
An analytical approximation to ωph,sp can be con-

structed as the ratio of sensitive to total absorptive area
weighted by the phonon absorption probability at each
interface [22]:

ωph,sp ↑ pa,sAs∑
i pa,iAi

, (3)

where As is the sum of areas of all sensitive elements
(qubit islands) and Ai represents a more general interfa-
cial element’s area, whether sensitive or not. We recast
this general form slightly to acquire a form explicitly de-
pendent on the number of qubits Nq:

ωph,sp ↑ NqAqpa,s
NqAtpa,s +Acpa,c + f(Nq)

, (4)

where the Aq is area of a qubit island, At is the total su-
perconducting interfacial area added per qubit assembly
(i.e. qubit, resonators, control lines, etc.), Ac is the total
area of the copper corner thermal mounts, and f(Nq) is a
function representing the average product of absorption
probability and area for the remaining superconductor
area. The form of f is dependent on ground plane sce-
nario: for a negligible ground plane, f(Nq) is just the
product of the transmission line area and pa,s, and is
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TABLE I. Estimates of ωph,sp and Ethr,chip for a set of 12 chip designs. Relative statistical uncertainties on the simulated
estimates of ωph,sp are at or below the few-% level. The calculation of thresholds in the rightmost column relies on the
discussion in Sections III and IV, but results are tabulated here for conciseness. For threshold estimates, the single-qubit
readout parameters used are the near-term “baseline” ones discussed: T1,base =2 ms, F = 0.98 (see Section III text for
definitions). Under these conditions, εE,abs → 0.088eV. We note that for Designs 13 and 14, the calculation of threshold
accounts for a few additional e!ects that modify εE,abs as discussed at the end of Section III C.
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Qubit Design Ground
Plane

Si-SC phonon
absorption prob.

Si-Cu phonon
absorption prob.

Spatially-averaged
phonon collection e!.

Chip
Threshold

Nq pa,s pa,c ωph,sp Ethr,chip

1 6 Xmon Full 1.0 0.1 0.14% 737 eV
2 6 Xmon Full 0.1 0.1 0.12% 860 eV
3 6 Xmon Limited 1.0 0.1 2.07% 49 eV
4 6 Xmon Limited 0.1 0.1 1.44% 71 eV
5 6 Xmon Full 1.0 1.0 0.14% 737 eV
6 6 Xmon Full 0.1 1.0 0.12% 860 eV
7 6 Xmon Limited 1.0 1.0 1.76% 58 eV
8 6 Xmon Limited 0.1 1.0 0.76% 135 eV
9 2 Xmon Full 1.0 0.1 0.05% 1157 eV
10 10 Xmon Full 1.0 0.1 0.24% 574 eV
11 2 Xmon Limited 1.0 0.1 1.38% 41 eV
12 10 Xmon Limited 1.0 0.1 2.39% 57 eV
13 6 Collection Fins Limited 1.0 0.1 17.0% O(0.1) eV
14 6 Collection Fins Limited 0.1 0.1 12.6% O(0.1) eV

estimates for pa,s = 0.1 and pa,s = 1.0 at the Si-SC
(silicon-superconductor) interface, and assume pa,c = 0.1
at the Si-Cu interface where the chip’s four corners sit
on the copper thermalization mount.

These six scenarios in Figure 3 already provide a wide
range of possible phonon collection e!ciencies. A chip
with a full ground plane may display phonon collection
e!ciencies that are reduced by orders of magnitude rela-
tive to a chip with a spatially limited ground plane. A full
ground plane significantly decreases the ratio of “sensing”
superconductor (i.e. the qubit island) area to total su-
perconductor area in which phonons may be absorbed,
reducing the overall collection e!ciency. An additional
order of magnitude improvement in phonon collection can
be achieved with the use of collecting fins for the same
reason. For a given ground plane scenario, a lower prob-
ability of phonon absorption at the Si-SC interface will
lead to a lower ωph,q close to the qubit, but a larger ωph,q
far from the qubit. This is as a result of the increased
ability of phonons to travel laterally in the plane of the
chip by reflecting multiple times o” of its top and bottom.

Another useful metric to quote is the total phonon col-
lection e!ciency spatially averaged over the entire chip,
ωph,sp, which we define as

ωph,sp →
〈∑

i Edep,i

Edep,chip

〉
, (2)

where Edep,i is the energy absorbed by qubit i, Edep,chip

is the total deposited energy, and the brackets denote
spatial averaging of the location of the energy deposition
Edep,chip over the chip. This is a single metric that de-
scribes the overall conversion of in-chip energy to in-qubit
energy. Table I presents estimates of this spatially aver-
aged ωph,sp for an expanded set of simulation conditions.

Beyond the chip conditions shown in Figure 3 (Designs
1-4,13,14), we explore wide variations in the absorption
probability for phonons impinging upon the Si-Cu inter-
face at the mount points in the four corners of the chip
(Designs 5-8), as this probability is not easy to know a
priori. We also study variations in the number of qubit-
resonator-control-line assemblies included (Designs 9-12),
to understand how the overall collection scales as phonon
energy is necessarily split between multiple sensors.
An analytical approximation to ωph,sp can be con-

structed as the ratio of sensitive to total absorptive area
weighted by the phonon absorption probability at each
interface [22]:

ωph,sp ↑ pa,sAs∑
i pa,iAi

, (3)

where As is the sum of areas of all sensitive elements
(qubit islands) and Ai represents a more general interfa-
cial element’s area, whether sensitive or not. We recast
this general form slightly to acquire a form explicitly de-
pendent on the number of qubits Nq:

ωph,sp ↑ NqAqpa,s
NqAtpa,s +Acpa,c + f(Nq)

, (4)

where the Aq is area of a qubit island, At is the total su-
perconducting interfacial area added per qubit assembly
(i.e. qubit, resonators, control lines, etc.), Ac is the total
area of the copper corner thermal mounts, and f(Nq) is a
function representing the average product of absorption
probability and area for the remaining superconductor
area. The form of f is dependent on ground plane sce-
nario: for a negligible ground plane, f(Nq) is just the
product of the transmission line area and pa,s, and is

At the moment, the only (far from be optimised) measurement proved a transmon 
efficiency of ~ 20%, which means a threshold of hundreds of keV  

We're far from there yet — but the very possibility of getting there is what drives the 
community. The path ahead is challenging, but full of promise.



Thanks for the attention
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The same chip that we already 
studied in lesson 1 was measured at 
NEXUS (107 meters below Earth 
suraface) where muons are 
suppressed by 99% 

Correlated errors diminished by ~ 
one order of magnitude compared to 
above ground tests

Bratrud 2025
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