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• What is Radioactivity? 

• Why do we care for qubits? 

• Model of the Impact of Radioactivity: Physics 

• Validation of this model: measurements
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Radioactivity at sea-level: Cosmic Rays

4

2 24. Cosmic rays

The intensity of primary nucleons in the energy range from several GeV to somewhat
beyond 100 TeV is given approximately by

IN (E) ≈ 1.8 × 104 (E/1 GeV)−α nucleons

m2 s sr GeV
, (24.2)

where E is the energy-per-nucleon (including rest mass energy) and α (≡ γ + 1) = 2.7
is the differential spectral index of the cosmic ray flux and γ is the integral spectral
index. About 79% of the primary nucleons are free protons and about 70% of the rest are
nucleons bound in helium nuclei. The fractions of the primary nuclei are nearly constant
over this energy range (possibly with small but interesting variations). Fractions of both
primary and secondary incident nuclei are listed in Table 24.1. Figure 24.1 shows the
major components for energies greater than 2 GeV/nucleon.

Figure 24.1: Fluxes of nuclei of the primary cosmic radiation in particles per
energy-per-nucleus are plotted vs energy-per-nucleus using data from Refs. [1–12].
The figure was created by P. Boyle and D. Muller. Color version at end of book.

The composition and energy spectra of nuclei are typically interpreted in the context
of propagation models, in which the sources of the primary cosmic radiation are located
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• Primary cosmic rays (mostly from outside the solar 
system) interact in the atmosphere and reach our 
surface 

• At sea level: dominated by muons 

• Mean Energy: 4 GeV 

• Rate depends on the energy and angular 
distribution but, on average, ~ 1 μ/cm2/min for 
horizontal detectors



(Natural) Radioactivity

• Radioactivity = spontaneous disintegration of a nucleus 

• Production of particles (alpha, electrons, neutrons) and electromagnetic radiation 
(gamma rays, X rays) 

• These particles interact with matter via ionisation 
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• Naturally radioactive isotopes decay emitting: 

•alpha particles [few MeV] —> microns 

•electrons (β) [tens of keV - few MeV] —> mm  

•gamma rays (γ) [hundreds of keV - MeV] —> cm 

• X-rays [keV - tens of keV] —> tens of microns

Radioactivity at sea-level: Isotopes
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Radioactivity at sea-level: Isotopes

•Potassium (40K) 

•Nuclear explosions (Cs) 

•Thorium and daughters 

•Uranium and daughters

40K 
(109 years)

137Cs 
(30 years)

In a typical laboratory, 2-3 gammas/cm2/sec.



• What is Radioactivity? 

• Why do we care for qubits? 

• Model of the Impact of Radioactivity: physics 

• Validation of this model: measurements
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Radioactivity and qubits 

How do superconducting qubits look like? 

Silicon/sapphire chip of few mm2, thickness ~ 400 μm 

Superconducting circuit fabricated on top of the chip             
(each qubit ~ 0.1 mm2 - hundreds of nm thick)
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Radioactivity and qubits (2)
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Radioactivity and qubits (3)

Inserted in a magnetic 
shield and mounted in the 
coldest part of a dilution 
refrigerator (<100 mK)



Radioactivity and qubits: 3 questions
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Radioactivity and qubits: questions
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Radioactivity and qubits: “size” of the effect
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How do superconducting qubits look like? 

Silicon/sapphire chip of few mm2, thickness ~ 400 μm 

Superconducting circuit fabricated on top of the chip             
(each qubit ~ 0.1 mm2 - hundreds of nm thick)

menti.com

Let us assume that qubits have lifetime of 1 millisecond. 

What is the probability to have an interaction of a gamma in a qubit 
within the qubit lifetime?

http://menti.com


Radioactivity and qubits: “size” of the effect

We would conclude that, typical qubits, do not suffer and 
will not suffer from radioactivity 

But things are not so simple



Historical background: MIT/PNLL measurement

• Faced a qubit to a fast-decaying source 
• Observed that the coherence of qubit was 

increasing while the source was decaying 
CONCLUSION 

• The quasiparticle background induced by 
radioactivity is xQP ~ 7x10-9 

• Radioactivity will limit the performance of qubits 
with lifetime > 1 millisec
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Figure 1. Schematic of the experiment. a) Illustration of the sample holder and the 64Cu radiation source. The source is
mounted 3.3 mm above the silicon chip containing the superconducting aluminum transmon qubits. b) False-color micrograph
and circuit schematic of the qubit sample. The sample consists of two transmon qubits, Q1 (blue, left) and Q2 (orange, right).
The resonators used to readout the qubits are shown with red and cyan. The resonators are inductively coupled to a common
microwave transmission line, through which both qubit control and readout pulses are sent. The control pulses and the
measurement pulses are generated using microwave sources and arbitrary waveform generators at room temperature (not
shown, see Extended Data Fig. 1a). c) Diagram of the possible quasiparticle generation processes. Incoming ionizing radiation
(from b±, g , and cosmic rays) interact with the Al qubit and Si substrate, creating electron-hole pairs due to the ionization of
atoms and phonons (see text). The subsequent energy cascade of these particles ultimately breaks Cooper pairs and thereby
generates quasiparticles.

of a quantum computation. However, interactions with the
environment introduce decoherence channels, which for the
case of energy decay, result in a loss of qubit polarization over
time,

p(t) = e�G1t , (1)

where p(t) is the excited-state probability and G1 ⌘ 1/T1 is the
energy relaxation rate corresponding to the relaxation time T1,
which limits the qubit coherence time. For such processes, the
total energy relaxation rate is a combination of all individual
rates affecting the qubit,

G1 = Gqp +Gother, (2)

where Gqp is the energy relaxation rate due to the quasipar-
ticles and Gother contains all other loss channels, such as ra-
diation losses, dielectric losses, and the effect of two-level
fluctuators in the materials25. In the transmon, the quasipar-
ticle energy-relaxation rate Gqp depends on the normalized
quasiparticle density xqp = nqp/ncp and the frequency of the
qubit wq, such that26

Gqp =

r
2wqD
p2} xqp. (3)

The Cooper pair density (ncp) and the superconducting gap
(D) are material-dependent parameters, and for thin-film alu-
minum they are ncp ⇡ 4⇥106 µm�3 and D ⇡ 180µeV. This

relation allows us to use the energy-relaxation time of a trans-
mon as a sensor for quasiparticle density in the superconductor
as well as to estimate the maximum energy-relaxation time of
a transmon given a certain quasiparticle density. The thermal
equilibrium contribution to xqp is vanishingly small at the
effective temperature of the sample, Teff ⇡ 40mK, compared
with the other generation mechanisms we shall consider here.

Currently, there exists no quantitative microscopic model
directly connecting interactions of ionizing radiation (e.g.,
betas, gammas, x-rays, etc.) to quasiparticle populations in
superconductors. However, a phenomonological picture de-
scribing the processes involved in this connection is shown
in Fig. 1c. The energy of ionizing radiation absorbed in the
aluminum metal and silicon substrate is initially converted
into ionization electron-hole pairs. We purposefully distin-
guish these high-energy excitations due to the ionization of
atoms – which occur in both aluminum and silicon – from the
lower-energy quasiparticle excitations resulting from broken
Cooper-pairs in aluminum. Thereafter, a non-equilibirum re-
laxation cascade involving secondary ionization carrier and
phonon production serves to transfer the absorbed radiation
power to and within the aluminum qubit, where it breaks
Cooper pairs and generates quasiparticles27, 28.

To estimate the effect of the radiation intensity measured
in the laboratory, we employ a radiation transport simulation
(see Methods for details) to calculate the total quasiparticle-
generating power density Ptot close to the qubit due to ra-

2/24

depends on Ptot, r is recombination rate, and s is quasiparticle
trapping rate. A steady state solution for the quasiparticle
density is given by xqp = (�s+

p
s2 +4rg)/2r, and if quasi-

particle trapping is neglected (s = 0) then xqp =
p

g/r. In a
separate quasiparticle injection experiment we verified that
this is a valid approximation in our devices, see Supplemen-
tary material for discussion. By substituting the model for xqp
into Eq. (3) and using Eq. (2), the qubit decay rate is given by

G1 = a
p

wqPtot +Gother, (5)

where a is an unknown coefficient accounting for conversion
from absorbed power to quasiparticle generation rate and all
the other constants. The value of a can be experimentally de-
termined by exposing the qubit to a known source of ionizing
radiation.

Results
Radiation exposure experiment
To quantify the effect of ionizing radiation on supercon-
ducting qubits and to measure the coefficient a in Eq. (5),
we inserted a 64Cu radiation source close to a sample con-
taining two transmon qubits, Q1 and Q2, with average
energy-relaxation rates of G(Q1)

1 = 1/40µs�1 and G(Q2)
1 =

1/32µs�1, and transition frequencies w(Q1)
q = 2p ⇥3.48GHz

and w(Q2)
q = 2p ⇥4.6GHz, see Figs. 1a and 1c. 64Cu has

a short half-life of 12.7 h, which permits an observation of
the transition from elevated ionizing radiation exposure to
normal operation conditions within a single cooldown of the
dilution refrigerator. 64Cu was produced by irradiating high-
purity copper foil in the MIT Nuclear Reactor Laboratory (see
Methods for details).

The energy relaxation rate G1 of both qubits was repeatedly
measured for over 400 hours during the radioactive decay of
the 64Cu source (see Fig. 2a and Supplementary materials).
During this interval of time, the energy relaxation rate G(Q1)

1 of
Q1 decreased from 1/5.7 µs�1 to 1/35 µs�1 due to the gradu-
ally decreasing radioactivity of the source, and similarly for
Q2. The half-life was long enough to measure individual G1
values at essentially constant levels of radioactivity, yet short
enough to sample G1 over a wide range of radiation powers,
down to almost the external background level. In addition
to affecting qubit coherence, the resonance frequencies wr of
the readout resonators shifted due to quasiparticle-induced
changes in their kinetic inductance, consistent with the quasi-
particle recombination model of Eq. (4) (see Supplementary
material).

The intensity of the radiation source used in the experiment
was calibrated as a function of time using the gamma-ray
spectroscopy of a reference copper foil that had been irradiated
concurrently. The foils included a small amount of longer-
lived radioactive impurities that began to noticeably alter the
radiated power density expected for 64Cu about 180 hours

Figure 2. 64
Cu radiation exposure experiment. a)

Measured energy relaxation rates G1 = 1/T1 of qubits Q1
(blue) and Q2 (orange) as a function of time when exposed to
the 64Cu source. The inset shows an example of the raw data
used for fitting the energy relaxation rates. Blue points are
the median of 20 measured qubit excited-state populations
p(t) at various times after the excitation pulse. Blue bars
indicate the 95% confidence interval for the median. The
orange line is the exponential fit to the data, given in Eq. (1).
b) Power density of the radiation during the experiment
derived from radiation transport simulations (see text). c)
Energy relaxation rates G1 as a function of radiation power
density. The solid lines show the fit to the model of Eq. (4).
The dashed lines show the fit to model of Eq. (4) with
Gother = 0 and Pint = 0. The vertical red line is the radiation
power density level due to the external radiation Pext.

into the measurements (see Fig. 2b). For both the 64Cu and
the long-lived impurities, the radiation intensities from the
different isotopes were converted to a single ionizing radiation
power density using the radiation transport simulation package
Geant423, 24 (see Methods for details). The contributions of the
different isotopes (dashed lines) and the resulting net power
density (solid line) of the radiation from the source, Psrc, are
shown in Fig. 2b over the measurement time window.

3/16

Vepsäläinen et al, Nature 2020
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WHY?

https://www.nature.com/articles/s41586-020-2619-8


Historical background: INFN/KIT measurements

• DEMETRA project: 
• Chip with 3 superconducting circuits 
• Counted ``QP bursts” 
• In contrast to “T1” measurements, enables 

real-time detection of the effects

17

First observation: MIT/PNLL predicted a 
background from QP bursts of xQP ~ 7x10-9 

We measured bursts up to xQP ~ 3x10-4
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.

Cardani et al, Nat. Comm. 2021

https://www.nature.com/articles/s41467-021-23032-z


• What is the predicted rate? Let us make a simple 
estimation:  

• 3 gamma/cm2/sec in a typical lab  

• Multiply by sensor surface 

• From few 6x10-5 to 1x10-3 events/second

Circuit Surface [cm2] Rate (optimistic*)

A 6x10-5 ~ 2x10-4

B 4x10-4 ~ 1x10-3

C 2x10-5 ~ 6x10-5

* assuming ALL gamma’s interact and ALL interactions are detected, which is not!

Expectations for radioactivity in sensors 2
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.



• What is the predicted rate? Let us make a simple 
estimation:  

• 3 gamma/cm2/sec in a typical lab  

• Multiply by sensor surface 

• From few 6x10-5 to 1x10-3 events/second

Circuit Surface [cm2] Rate (optimistic*)

A 6x10-5 ~ 2x10-4

B 4x10-4 ~ 1x10-3

C 2x10-5 ~ 6x10-5

* assuming ALL gamma’s interact and ALL interactions are detected, which is not!

• Actual rate much smaller 
• Big difference among sensors 
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.

Expectations for radioactivity in sensors
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-
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performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-

• Expected 6x10-5 to 1x10-3 events/second, measured (7-9)x10-2 events/second 

• Expected x20 difference between sensors, measured 30% difference
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.

WHY?



Another hint

• We acquired simultaneously two sensors 

• The QP bursts were in time-coincidence 

• Their amplitude was correlated!
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.
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Why does radioactivity impact so much?

• Our experience in particle detectors:
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.
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Figure 1. Quasiparticle bursts and deposited energy in grAl resonators. a, Photograph of the central part of the
sapphire chip, supporting three 20 nm thick grAl resonators, labeled A, B, and C. b, Overlay of ten measured time traces for
the resonant frequency shift δf0 of resonator A. Similarly to Refs. [10, 14, 18], quasiparticle (QP) bursts appear as sudden
drops, given by the sharp rise in kinetic inductance, followed by a relaxation tail. The y-axis on the right hand side shows
the corresponding fractional quasiparticle density shift δxQP = −4δf0/f0. For clarity, the shown traces are selected to contain
a QP burst; on average, only one trace in 10 contains a QP burst. To highlight the fact that QP bursts are correlated
in time, in panel c we plot the measured frequency shifts of resonator B (upward triangles) and C (downward triangles)
versus the frequency shift of resonator A. Colored markers correspond to values above threshold, with the threshold defined
as two standard deviations of the baseline fluctuations (cf. Suppl. Mat.). Therefore, each colored marker depicts a time
correlated QP burst between resonators A-B (orange) and A-C (green). d, Estimated distribution of the energy absorbed
in the resonators δE = δxQP∆grAlnCPV , calculated from the measured δxQP shown in the inset, where ∆grAl # 300 µeV is
the grAl superconducting gap, and nCP = 4×106 µm−3 is the volume density of Cooper pairs, and V is the volume of each
resonator. For each burst, the energy deposited in the substrate is estimated to be 103−104 times greater than δE (cf. Suppl.
Mat.). The total QP burst rate ΓB is obtained by counting all bursts above the common threshold δxQP = 5×10−5.

Remarkably, Ref. [19] has recently shown that the co-
herence limit imposed by ionizing radiation for transmon
type qubits is in the millisecond range, only one order
of magnitude above the state-of-the-art. Moreover, as
dielectric losses are steadily decreased [20, 21], further
improving the coherence of solid-state devices will soon
hinge on the reduction of QPs, and more generally on ion-
izing radiation abatement. Here, we demonstrate that by
reducing radioactivity we lower the internal dissipation
in superconducting microwave resonators by factors two
to four, and the QP burst rate by a factor fifty. This
was achieved by a combination of material selection and
cleaning, and by shielding under the 1.4 km granite layer
at the Gran Sasso National Laboratory (L’Aquila, Italy),
corresponding to a 3.6 km water equivalent.

In thermal equilibrium, at typical operational tempera-
tures of 20 to 50 mK, QPs should be an extremely rare oc-
currence in commonly used materials such as Al and Nb,
with critical temperatures well above 1 K. However, the

detrimental effects of non-equilibrium QPs are routinely
observed in a variety of devices [9, 18, 22–32], including
the microwave resonators used in this work (cf. Fig. 1).
The multifarious QP sources include stray infrared ra-
diation [24, 32], high-power microwave drive [33], and
phonons in the device substrate [34–36] resulting from
environmental or cosmic radioactivity. The latter is po-
tentially damaging for any solid-state quantum hardware,
not only superconducting, as it can give rise to correlated
energy bursts in devices on the same chip. Indeed, in the
case of superconducting resonators, high energy phonons
in the device substrate produce correlated QP spikes or-
ders of magnitude above the baseline [14, 15], visible as
abrupt frequency drops (see Fig. 1b and c). Even though
the rate of these bursts appears to be modest, one every
few seconds [9, 10, 14], the ensuing relatively long-lasting
and correlated effects can hinder quantum error correc-
tion protocols.
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then converted into changes in phase (df) and ampli-
tude relative to the center of the resonance loop (blue
marker in the circle reported in Figure 2). In the fol-
lowing analysis we use only the df signal, as for this
detector it is from 6 to 10 times larger than the ampli-
tude one, depending on the KID.

To determine the optimal microwave power, we eval-
uate the signal-to-noise ratio scanning from -80 dBm to
-50 dBm. Increasing the input power produces a reduc-
tion of the noise contribution from the amplifier but, on
the other hand, decreases the quasiparticles recombina-
tion time tqp and, as a consequence, the signal integra-
tion length. The microwave power that optimizes the
signal to noise ratio for each resonator is reported in
Table I.

The average noise power spectrum is reported in Fig-
ure 3 for phase (continuous line) and amplitude (dot-
ted line) read-out of each resonator. The flat noise ob-
served in the amplitude read-out and in the high fre-
quency region of the phase read-out, is consistent with
the noise temperature of the amplifier (TN ⇠ 7 K). The
low-frequency region of the phase spectra is dominated
by another noise source, whose origin is not clear yet.
It is not ascribable to two-level system noise, as it does
not depend on temperature or microwave power. Fur-
thermore, the presence of a mu-metal shield around
the cryostat should guarantee an efficient suppression
of noise due to static or low-frequency magnetic fields.
Since a fraction of this noise is found to be correlated,
it could be caused by frequency jitters in the read-out.
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FIG. 3. Average noise power spectrum for phase (continu-
ous line) and amplitude (dotted line) read-out. On top of the
white noise from the amplifier, the phase noise exhibits an
extra contribution at low frequency.

The high frequency noise in the acquired waveforms
is rejected off-line using a software low-pass filter. In
order to avoid distortions in the rise-time of the pulses,
the cut-off frequency is set at 100 kHz (tcut�o f f ⇠
1.6 µs). Finally, the waveforms are processed with the
optimum filter21,22, which includes a resonator-specific
rise time (see below). The results are not highly sensi-
tive to the choice of rise time.

In Figure 4 we show the typical response of the four
resonators to the interaction of 15 keV optical pulses,
obtained by averaging several pulses to suppress the
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FIG. 4. Response of the four resonators to 15 keV pulses pro-
duced by the optical fiber, placed in the proximity of KID-
2 and KID-3. The responses are obtained averaging many
pulses to reduce the random noise.

random noise contributions.
We fit the pulses with a model that includes the time

constant of the low-pass filter, the ring-time of the res-
onator (tr = Q/(p f0)) and two free parameters: a rise-
time, which is related to the spread in the arrival time
of phonons, and a decay time. As expected, the rise-
time depends on the distance between the resonator
and the optical fiber, and ranges from 2 µs (KID-2 and
KID-3) to 10 µs (KID-1) and 17 µs (KID-4). The decay
time becomes faster increasing the microwave power or
the temperature, and for this reason it is identified as
tqp. This time constant does not depend on the energy
of the optical pulses in the scan range (0.7-25 keV), and
its value is reported in Table I for each resonator.

IV. ENERGY CALIBRATION AND EFFICIENCY

The energy E absorbed in a resonator creates a num-
ber of quasiparticles dNqp = hE/D0, where h is the de-
tection efficiency. The variation dNqp produces a linear
shift of the resonant frequency f from the equilibrium
one f0

1:

E =
D0
h

dNqp =
D0
h

✓
1
p0

f � f0
f0

◆
(1)

where p0 = aS2( f , T)/4N0VD0. The parameter a
is the fraction of the total inductance due to kinetic
inductance, N0 is the single spin density of states
(1.72⇥1010 eV�1µm�3) and S2( f , T) is a slow function
of the temperature and of the resonant frequency that
relates the phase variation of the complex conductiv-
ity to Cooper pairs breaking. In our working condi-
tions, S2( f , T) is measured to be 2.3–2.6 depending on
the resonator. The active volume of the resonator V
is calculated by correcting the volume of the inductor
(96500 µm3) for the average variation of current density
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II. DETECTOR FABRICATION

The detectors are fabricated at CNR IFN on high
quality, 300 µm thick, high resistivity (>10 kW⇥cm)
Si(100) substrates. The four lumped-element resonators
(in the following KID-1, KID-2, KID-3 and KID-4, or-
dered according to the position on the chip) are pat-
terned by electron beam lithography on a single 40 nm
thick Al film deposited using electron-gun evapora-
tor. The active area of the single pixel consists of
an inductive meander made of 14 connected strips of
80 µm⇥2 mm. The meander is closed with a capacitor
made of 5 interdigitated fingers of 1.2 mm⇥50 µm, to
ensure the uniformity of the current across the induc-
tor. The resonant frequency of each resonator is varied
by cutting the last finger of the capacitor. As shown in
Figure 1, the chip is assembled in a copper structure
using PTFE supports with total contact area of about
3 mm2. The other side of the holder (not shown) is
covered with a copper collimator hosting a 57Co cali-
bration source (peaks at 6.4 and 14.4 keV) and an opti-
cal fiber coupled to a room-temperature LED, that pro-
duces pulses at 400 nm. The source and the fiber are
placed on the back of the substrate to avoid direct il-
lumination of the resonators. The optical fiber points
to the center of the substrate, while the 57Co source is
located nearby KID-4.

FIG. 1. The four Al KIDs deposited on the 2⇥2 cm2 Si sub-
strate. The chip is assembled in a copper structure using
PTFE supports and illuminated from the back with a colli-
mated 57Co source and an optical fiber.

The copper holder is thermally anchored to the cold-
est point of a 3He/4He dilution refrigerator with base
temperature of 10 mK.

The output signal is fed into a CITLF4 SiGe cryogenic
low noise amplifier15 operated at 4 K. A detailed de-
scription of the chip design, the cryogenic setup of our
laboratory at Sapienza University in Rome, the room-
temperature electronics and the acquisition software
can be found in references14,16,17.

III. DATA ANALYSIS

A typical data collection consists in acquiring the
complex transmission (S21) for a frequency sweep
around the resonances (see Figure 2), and fitting the
resonance circles in order to extract the quality factor Q,
the coupling quality factor Qc and the internal quality
factor Qi using the method described in references18,19.
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FIG. 2. Amplitude of the line transmission (S21) for a VNA
frequency sweep around the resonances. Inset: fit of the reso-
nance circle of KID-3 in the working point; the green marker
indicates the resonant frequency.

Resonators are designed to be over-coupled, thus the
total quality factors Q (reported in Table I) are entirely
dominated by the coupling quality factors Qc. Qc-
values differ from the design value of 8000, likely due
to the presence of parasitic slotline modes or standing
waves between the detector and the cryogenic amplifier,
or inter-resonator coupling resulting in coupled oscilla-
tion modes20. Qi is above 150⇥103, but the values of Qc
limit the accuracy of the estimation.

TABLE I. Resonant frequency f0, quality factor Q, optimal
(off-resonance) microwave power at the amplifier input Pin
and quasiparticles recombination time tqp. Errors on f0 and
Pin are negligible, while errors on Q and tqp are dominated
by fit systematics and are lower than 10%.

f0 Q Pin tqp
[GHz] [⇥103] [dBm] [µs]

KID-1 2.675 6 -63 218
KID-2 2.689 18 -64 228
KID-3 2.731 8 -66 243
KID-4 2.746 35 -72 233

When the trigger of any of the resonators fires, we
acquire a 2 ms long time window for the real and imag-
inary parts of S21 for each resonator (I and Q) with a
sampling frequency of 500 kHz. I and Q variations are

the substrate!
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From the substrate to the qubit
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-

Chip with four qubits and its implementation in a Monte Carlo simulation (GEANT-4)
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. S2. GEANT4 modeling of the experiment. (a)
Model of the dilution refrigerator cryostat used in GEANT4
simulations of particle absorption events. (b) Model of the
silicon chip, aluminum sample enclosure, and copper stage
plate used in the simulations. The materials of the cryo-
stat and chip enclosure include stainless steel (grey), copper
(red), aluminum (blue), and cryoperm (yellow); the silicon
chip is shown in green. (c) Energy deposited in the qubit
substrate from environmental radioactivity (red) and cosmic
ray muons (blue). The simulation of environmental radioac-
tivity assumes a � flux of 2.8 �/cm2/s. The �-rays deposit an
average energy of 100 keV, while the average energy deposited
by muons and their secondary �-rays is 460 keV.

to the chip surface while the h110i and h1-10i directions
are aligned with the chip edges. Each electron-hole pair
is given 3.6 eV of initial total energy (2.6 eV of kinetic
energy) and the momenta are randomized. In the case of
electrons, randomization occurs in a spherically symmet-
ric way before application of a Herring-Vogt transform to
simulate the valley anisotropy41; the initial valley occu-
pation is randomly chosen. The charges are then propa-
gated and allowed to emit phonons. Charges di↵use until
they either trap (with a probability set by the trapping
length �trap) or until they encounter a surface. Details
on tuning of the scattering parameters for this simulation

can be found in ref 17.

We then divide these simulations into bins by initial
z-position using a bin width of 10 µm. For each of the
initial z-positions, we compute the probability that the
final charge position falls within a bin of width 10 µm in
x and y and 3.71 µm in z at a given point in a three-
dimensional grid the size of the chip under test; with
this choice, each dimension has 101 total bins centered
at the origin. This bin width allows the PDF to have
a resolution much smaller than the lateral extent of the
qubits, while the number of bins is large enough to ensure
convergence at the tails of the distribution. This set of
PDFs over the range of z-positions of the impact event is
then used to generate final positions of the electrons and
holes by random weighted choice.

Using the � and muon tracks derived from the
GEANT4 simulations and the charge distributions de-
scribed above, we generate single- and two-qubit o↵set
charge histograms for a range of values of the character-
istic charge trapping length �trap and charge production
e�ciencies fq. Here, fq represents the fraction of free
charge that avoids immediate recombination at the im-
pact site. In the absence of an applied electric field, we
expect fq < 142,43. To compare our simulations to the
measured results, we consider three quantities derived
from the charge histograms, described here in order of
importance. The first, correlation probability (denoted
p
corr
ij above), is the probability that a discrete jump in

o↵set charge that is registered by one qubit is also regis-
tered by its neighbor. Second, charge asymmetry is the
number of large positive jumps in o↵set charge divided
by the total number of large jumps, averaged over all four
qubits. While in many cases the change in o↵set charge
measured by the qubit is aliased to the interval from -
0.5e to 0.5e, no aliasing will occur for a distant source
of charge that induces a small change in o↵set charge
|�q| < 0.5e. We find in our measurements a clear excess
of positive o↵set charge, corresponding to an excess of
negative charge in the substrate near the qubit island.
We understand the charge asymmetry to arise from the
di↵erent ways that electrons and holes di↵use in the Si
substrate, a consequence of Si valley physics (see discus-
sion above). Finally, we examine 13/24 asymmetry, the
asymmetry in the rate of joint events in quadrants 1 and
3 as opposed to quadrants 2 and 4. We observe a clear
excess of events in quadrants 1 and 3, corresponding to
distant charge bursts that are not aliased and which cou-
ple more or less equally to the two qubits.

In Fig. S3, we show extracted values of correlation
probability, charge asymmetry, and 13/24 asymmetry for
simulations performed for a range of values of �trap and fq

for both �-ray and muon events. For all simulated data,
we have added Gaussian charge noise derived from the ex-
perimental uncertainties associated with Ramsey-based
reconstruction of charge. The color scale is set such that
white is a match to the value measured experimentally.
As the rate of � impacts on the chip exceeds the muon
rate by roughly a factor 40, we focus on simulated �-ray

Gamma rays average deposit: 100 keV

Muons average deposit: 460 keV
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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• Athermal phonons created based on the E; 

• High-E phonons down-convert into a large 
number of lower E phonons, that travel 
ballistically (nanosec); 

• In Silicon, phonos are ballistic at E <= 6 meV; 

• For Aluminum, 2Δ ~ 0.4 meV; 

• Efficiency to break Cooper pairs ~ 60 % 

• QPs diffuse, recombine and are trapped 
(timescale?)
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culators contribute negligibly to the overall rate. How-
ever, the PCBs, located near the chip, exhibits signifi-
cant radioactive contamination. This contribution dom-
inates the “Setup” rates in Table I and, while negligible
at FNAL, becomes the primary source at LNGS where
external radiation is highly suppressed.

To explore the impact of elevated radiation levels, at
LNGS, we used calibrated Thorium sources to increase
the event rate up to one event every two seconds. This
allowed us to investigate transmons’ behavior in a con-
trolled “high” radiation environment.

II. QUBIT RELAXATION TIME IN

DIFFERENT RADIATION ENVIRONMENTS

When a particle impinges on the qubit chip, it releases
energy into the substrate. Muons create long tracks
across the chip, while ω-rays interact through photo-
electric absorption or (mainly via) Compton scattering,
producing short-track electrons. In the absence of an
electric field, the thousands of charges created along
the ionizing track recombine into phonons, which dif-
fuse throughout the chip [22]. As illustrated in Fig. 2(a),
these phonons can break Cooper pairs in superconduc-
tors, creating quasiparticles. When these quasiparticles
tunnel through the Josephson Junction, they may cause
the qubit to lose energy and decay to its ground state
|g→ [36], inducing prolonged relaxation periods and sig-
nificantly reducing T1. Previous studies indicated that
these low T1 periods can last from one to several tens of
milliseconds [20, 21].

Transmons with energy relaxation rates of 1/40 and
1/32µs→1 were already characterized in a facility in
which radioactivity could be controlled by using a mov-
able lead shield. The authors of the paper, determined
that environmental radioactivity was negligible for qubits
with that T1 [19]. In this work, we characterized the 8
qubits and chose to focus on qubit “Q1” (Supplemen-
tary Section A), which exhibited the best combination of
T1 (↑ 80 µs) and readout fidelity.

We performed standard T1 measurements in both
above-ground (FNAL) and underground (LNGS) envi-
ronments using the same qubit. Each data point required
about 50 seconds to record, as can be seen in Fig. 1(b).
The results showed similar mean values and fluctuations
in T1, consistent with typical transmon behavior [45],
and no abrupt T1 drops were observed. This outcome
aligns with expectations, as standard T1 experiments,
due to their averaging nature, lack the temporal resolu-
tion necessary to capture millisecond-scale fluctuations.
As a consequence, to probe such rapid events, we de-
veloped a tailored fast decay detection protocol [18, 20]
specifically designed to monitor single qubits with sub-
millisecond resolution (Section III). Nevertheless, the
standard T1 experiment was performed multiple times:
initially at FNAL, then at LNGS, and finally again at
FNAL, interleaved with the measurements described in

Xπ

if Cooldown
period

Waiting
period

eg g

N

Time

Qubit reset

(a)

(b)

(c)

ge e e e e eg g g g g ge g g g e g g
Event

Sapphire

Quasiparticles

µ,γ

JJ layer
Phonons

Event

g
e

Nb

Au or Ta
Al

Al2O3

FIG. 2. Quasiparticle generation process and exper-

imental protocol. (a) Schematic representation of quasi-
particles generation due to particle interactions in the sub-
strate. Ionizing radiation impinging on the substrate pro-
duces electron-hole pairs that recombine, creating phonons.
These phonons spread throughout the chip and, in supercon-
ducting materials, can break Cooper pairs into quasiparticles,
which can tunnel across the Josephson Junction inducing de-
cay of the qubit from the excited state |e→ to the ground state
|g→. (b) The fast decay detection protocol consists of repeated
cycles of qubit preparation in the excited state, a waiting pe-
riod, measurement, and cooldown period. Each cycle lasts up
to 74µs, with waiting times of 5µs. (c) During normal oper-
ation, the qubit is likely to remain in the excited state due to
its long T1. Radiation events drastically reduce T1, causing
repeated detections in |g→. Over time, the qubit gradually re-
covers its natural T1. These sequences enable the detection
of radiation impacts with sub-millisecond resolution.

the next section. This allowed us to verify that the qubit
behavior remained stable and reproducible throughout
the entire data-taking campaign.

III. DETECTION PROTOCOL

The detection protocol (Fig. 2(b)) begins by resetting
the qubit to its first excited state |e→ using a conditional
ε-pulse, applied after an initial measurement if the qubit
is found in the ground state |g→. After a waiting period
!td, the qubit state is measured again, followed by a
cooldown period to avoid populations in higher energy
states. Specifically, the waiting period was fixed at 5 µs,
with readout pulse durations varying from 5 to 9µs. The
ε-pulse duration was negligible (↑ 200 ns), and cooldown
periods were set between 24 and 58µs. These parameters
were chosen dataset by dataset to optimize both state
initialization fidelity and readout e”ciency. The total
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-

If I am producing a cloud of charges  

—> my transmons will see an offset charge 

If phonons are spreading in the whole chip  

—> the T1 of each transmon will suffer
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Validation: Offset Charge
Ramsey tomography to measure offset charge  

We want to see if this offset charge ng varies because of radioactivity 

How do we measure ng? 

The qubit frequency f depends on ng 



35

Validation: Offset Charge
Ramsey tomography to to measure the qubit frequency 

3

a b c

d

e

FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured

A cycle allows to derive the accumulated phase 

To do it, we map the qubit (after evolution) into 0 or 1

Δω: detuning frequency of qubit- frequency drive 

T2* coherence -including slow noise, …
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured
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Ramsey tomography to to measure the qubit frequency 
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured

Scan ~100 tidle 

Each point x 100/1000 times 

Length of a cycle ~ 40 μs

~ 20 seconds  

per each charge point!
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Calibration
Now we are able to compute the qubit frequency f 

We “calibrate” its relationship with ng 

We inject an offset charge, measure f,                                      
then inject another offset charge and measure f,                          
then inject another offset charge, … 
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured
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An now…
Our measurements begin! 

• Ramsey cycle —> infer qubit f 

• From qubit f —> derive offset charge ng 

• Save ng  as a function of time 

• Ramsey cycle, … 

We can now monitor variations in ng: 1/f noise, 
telegraph noise, jumps due to clouds of charges?
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured

• Rate of charge jumps for single qubit: 1 / (75 sec) 

• Many simultaneous jumps in 2-qubits: 

• 54% correlation prob. for ΔL = 340 μm 

• 46% correlation prob. for ΔL = 640 μm 

• For ΔL = 3 mm random coincidences  

• Consistent with rate of μ’s and γ's
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-

If I am producing a cloud of charges  

—> my transmons will see an offset charge 

If phonons are spreading in the whole chip  

—> the T1 of each transmon will suffer



Charge Ramsey sequence on Q1 

Inversion recovery experiment on Q2/Q4: 

• Measurement (check qubit status) 

• Rotation to set the qubit in (1) 

• Idle time (let it evolve)  

• Measurement
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FIG. 4. Characterization of correlated relaxation er-

rors. (a) Experimental pulse sequence. Qubit 1 (Q1) acts as
a charge trigger, while qubits 2 and 4 (Q2, Q4) act as local
probes of T1. (b) Representative trace of the Ramsey ampli-
tude of Q1 during a burst event; qubit occupation is averaged
over 30 single-shot measurements. (c) Average single-shot oc-
cupation for Q2 (blue, 340 µm from Q1; 142 events) and Q4
(pink, 3 mm from Q1; 121 events) versus time with respect
to a detected charge burst. Black trace is a fit to the data
from Q4, yielding a recovery timescale 130±40 µs. (d) Aver-
age change ��01 in qubit relaxation rate and average change
�xQP in reduced quasiparticle density calculated from the
data in (c).

identify two additional correlated error mechanisms: cor-
related phase-flip errors due to exponentially small (but
nonzero) frequency shifts induced by correlated charge
noise, and correlated bit-flip errors induced by the sudden
charge transient associated with particle impact. Even
for a nominally charge-insensitive qubit such as the trans-
mon with EC/h = 250 MHz and EJ/EC = 50, we find
that the rate of correlated phase-flip errors is significant,
with 0.9% (3.8%) of �-ray (muon) impacts giving rise to

correlated phase-flip errors above the 10�4 level in qubit
pairs separated by 640 µm, and with 7.2% of muon im-
pacts giving rise to correlated phase-flip errors above the
10�6 level in qubit pairs separated by 3 mm. In general,
the exponential sensitivity of the qubit array to corre-
lated errors represents a serious design constraint: for a
given error mechanism with fixed spatial footprint, the
need to protect against correlated errors will dictate how
closely spaced the qubits can be.
A clear understanding of the underlying physics of par-

ticle impact events in the qubit substrate will allow the
development of mitigation strategies to suppress or even
eliminate correlated errors. We discuss several possible
approaches below.
First, one can operate the quantum processor in a

clean environment that provides shielding against cos-
mic ray muons and background �-rays. Such measures
are routinely taken in ultrasensitive searches for rare
events, such as neutrinoless double beta decay24,25 or
dark matter interactions26,27. Underground sites en-
able the reduction of cosmic-ray muon flux to negligi-
ble levels28–30. Similarly, the cryostat can be shielded in
massive lead and copper structures to absorb �-rays. A
few centimeters of lead shielding guarantees a suppres-
sion of the � flux by 1-2 orders of magnitude. Finally,
the materials used to construct the device and its en-
closure can be selected to be radio-pure and processed
through electrochemical treatments that remove surface
contamination31–35.
Second, one could reduce the sensitivity of the qubit

to the burst events. Reduction of the size of the qubit
island and reduction of the gap from the island to ground
will limit the sensitivity of the qubit to electric fields in
the substrate. It is important to note that the near-
continuous groundplane in the geometry studied here
provides excellent electrostatic screening against charge
in the bulk. We anticipate that a multiqubit architecture
that lacks a groundplane will be much more susceptible
to correlated phase-flip errors induced by charge bursts.
In order to combat quasiparticle-induced T1 suppres-

sion, mitigation strategies could be adopted to prevent
the direct di↵usion of quasiparticles, for example involv-
ing superconducting bandgap engineering36 or normal-
metal quasiparticle traps37,38. Finally, steps could be
taken to promote the relaxation of high-energy phonons
below the gap edge and to enhance the rate of removal
of phonons from the qubit substrate39. Modest improve-
ments in the acoustic anchoring of the substrate could ac-
celerate recovery of the chip following particle absorption,
minimizing correlated relaxation errors due to quasipar-
ticles.
We acknowledge stimulating discussions with R.

Barends, I. M. Pop, and J. M. Martinis. We thank
S. Pirro for helpful discussions and for sharing the re-
sults of his measurements of environmental radioactiv-
ity. We thank J. Engle for assistance with the calibra-
tion of the NaI scintillation detector used to character-
ize background radioactivity in the lab in Madison, and

T1 measurements



• Definition of “Burst events” 
• large discrete change in the running average of the 

Ramsey amplitude measured on Q1 
• Absence of burst events 

• the inversion recovery sequence yields average 
occupations of the qubit |1⟩ state consistent with T1 

• Presence of busts events 
• clear suppression in the |1⟩occupation of Q2 and Q4. 

• How long does this last? About 130 μs 
• Typical dwell time of phonons in silicon
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FIG. 4. Characterization of correlated relaxation er-

rors. (a) Experimental pulse sequence. Qubit 1 (Q1) acts as
a charge trigger, while qubits 2 and 4 (Q2, Q4) act as local
probes of T1. (b) Representative trace of the Ramsey ampli-
tude of Q1 during a burst event; qubit occupation is averaged
over 30 single-shot measurements. (c) Average single-shot oc-
cupation for Q2 (blue, 340 µm from Q1; 142 events) and Q4
(pink, 3 mm from Q1; 121 events) versus time with respect
to a detected charge burst. Black trace is a fit to the data
from Q4, yielding a recovery timescale 130±40 µs. (d) Aver-
age change ��01 in qubit relaxation rate and average change
�xQP in reduced quasiparticle density calculated from the
data in (c).

identify two additional correlated error mechanisms: cor-
related phase-flip errors due to exponentially small (but
nonzero) frequency shifts induced by correlated charge
noise, and correlated bit-flip errors induced by the sudden
charge transient associated with particle impact. Even
for a nominally charge-insensitive qubit such as the trans-
mon with EC/h = 250 MHz and EJ/EC = 50, we find
that the rate of correlated phase-flip errors is significant,
with 0.9% (3.8%) of �-ray (muon) impacts giving rise to

correlated phase-flip errors above the 10�4 level in qubit
pairs separated by 640 µm, and with 7.2% of muon im-
pacts giving rise to correlated phase-flip errors above the
10�6 level in qubit pairs separated by 3 mm. In general,
the exponential sensitivity of the qubit array to corre-
lated errors represents a serious design constraint: for a
given error mechanism with fixed spatial footprint, the
need to protect against correlated errors will dictate how
closely spaced the qubits can be.
A clear understanding of the underlying physics of par-

ticle impact events in the qubit substrate will allow the
development of mitigation strategies to suppress or even
eliminate correlated errors. We discuss several possible
approaches below.
First, one can operate the quantum processor in a

clean environment that provides shielding against cos-
mic ray muons and background �-rays. Such measures
are routinely taken in ultrasensitive searches for rare
events, such as neutrinoless double beta decay24,25 or
dark matter interactions26,27. Underground sites en-
able the reduction of cosmic-ray muon flux to negligi-
ble levels28–30. Similarly, the cryostat can be shielded in
massive lead and copper structures to absorb �-rays. A
few centimeters of lead shielding guarantees a suppres-
sion of the � flux by 1-2 orders of magnitude. Finally,
the materials used to construct the device and its en-
closure can be selected to be radio-pure and processed
through electrochemical treatments that remove surface
contamination31–35.
Second, one could reduce the sensitivity of the qubit

to the burst events. Reduction of the size of the qubit
island and reduction of the gap from the island to ground
will limit the sensitivity of the qubit to electric fields in
the substrate. It is important to note that the near-
continuous groundplane in the geometry studied here
provides excellent electrostatic screening against charge
in the bulk. We anticipate that a multiqubit architecture
that lacks a groundplane will be much more susceptible
to correlated phase-flip errors induced by charge bursts.
In order to combat quasiparticle-induced T1 suppres-

sion, mitigation strategies could be adopted to prevent
the direct di↵usion of quasiparticles, for example involv-
ing superconducting bandgap engineering36 or normal-
metal quasiparticle traps37,38. Finally, steps could be
taken to promote the relaxation of high-energy phonons
below the gap edge and to enhance the rate of removal
of phonons from the qubit substrate39. Modest improve-
ments in the acoustic anchoring of the substrate could ac-
celerate recovery of the chip following particle absorption,
minimizing correlated relaxation errors due to quasipar-
ticles.
We acknowledge stimulating discussions with R.

Barends, I. M. Pop, and J. M. Martinis. We thank
S. Pirro for helpful discussions and for sharing the re-
sults of his measurements of environmental radioactiv-
ity. We thank J. Engle for assistance with the calibra-
tion of the NaI scintillation detector used to character-
ize background radioactivity in the lab in Madison, and

Does Radioactivity Explain this Result? (2)



• Radioactivity releases energy 
• Energy produces charges (electron/holes)                                

—> charge jumps, localised  
• Charges recombine in phonons                                                  

—> T1 suppression, chip-wide
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Wrap up

How does this apply to a “real” processor?
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initial impact, the spread of errors through the qubit grid and the 
eventual recovery to equilibrium. Therefore, a large array of qubits 
operated at rapid cycle times is required to illuminate the individual 
events and diagnose their impact on practical error correction.

Here, we directly measure the occurrence of high-energy events 
in a large-scale working device in the form of a Google Sycamore 
processor and provide insights into the microscopic dynamics of 
these events. We show that high-energy events produce discrete 
bursts of errors that affect an entire qubit patch on the processor, 
effectively lasting for thousands of error correction cycles. Using 
fine time-resolved measurements, we show that events are initially 
localized but spread over the chip, providing strong evidence for a 
high-energy impact. Finally, we introduce a method to monitor the 
energy coherence time T1 during an event and find it to be severely 
suppressed across all qubits, a clear signature of quasiparticle poi-
soning throughout the chip.

Results
Rapid repetitive correlated sampling. To measure these events 
in detail, one must rapidly identify correlated errors in large qubit 
arrays. We use a subset of a Google Sycamore processor16, as indi-
cated in Fig. 1b. The qubit chip consists of an array of flux-tunable 
superconducting transmon qubits17,18 with tunable couplers19–21. 
Qubit operating frequencies are chosen algorithmically22 between 
6 and 7 GHz, with resulting T1 values around 15 μs. Each qubit fea-
tures a readout resonator to allow dispersive readout. We turn off the 
coupling between neighbouring pairs of qubits. We operated only a 
subset of the device, choosing NQ = 26 qubits which could be oper-
ated in parallel with high fidelity. Each qubit lies around 1 mm from 

its nearest neighbours on a qubit chip measuring 10 mm × 10 mm,  
which is attached to a larger carrier chip measuring 20 mm × 24 mm  
using indium bump bonds23.

We introduce a method that rapidly and simultaneously mea-
sures qubit states to identify correlated errors, which we call rapid 
repetitive correlated sampling (RReCS). As indicated in Fig. 1c, all 
qubits are prepared in |1〉, allowed to idle for a short sampling time 
(1 μs) and then measured simultaneously. This cycle is repeated at 
rapid regular intervals (100 μs) for extended periods of time, with 
any measurements where the qubit state has decayed to |0〉 being 
recorded as an error. Finite T1 and readout fidelities will produce 
errors that are independent between qubits, resulting in a low back-
ground error rate. With this technique, the quantum processor 
becomes a time-resolved detector for events that affect large num-
bers of qubits.

A time slice from an RReCS experiment is shown in Fig. 1d. It 
features a distinct peak where the total number of errors jumps from 
a baseline of ~4 simultaneous errors up to ~24 errors. This event has 
effectively saturated the qubit patch, with all qubits experiencing a 
high probability of reporting an error, indicating total failure of the 
coherence on the chip. The peak features an exponential decay back 
to the baseline error rate with a time constant around 25 ms, which 
is much larger than the typical QEC round time of 1 μs24,25. The 
presence of such a long time period of elevated error rates would be 
unacceptable for any attempt at logical state preservation using QEC.

One signature of quasiparticle poisoning is an asymmetry 
between decay and excitation errors. Quasiparticles rapidly scat-
ter and cool to energies near the superconducting gap Δ, where 
they become unable to excite the qubit state from |0〉 → |1〉, which 
requires energy Δ + E01, where E01 is the energy difference between 
|0〉 and |1〉. However, quasiparticles maintain the ability to absorb 
the qubit energy and cause a decay error |1〉 → |0〉. This asymmetry 
is distinct from photon-assisted tunnelling, which produces nearly 
symmetric errors26. As a test, we run the RReCS experiments for 
excitation errors, initializing |0〉 and recording excitation to |1〉 as 
an error. We do not find any correlated error peaks, indicating that 
events are produced by a highly asymmetric decay error mechanism, 
which is compatible with quasiparticle poisoning across the chip. 
Further detail on these experiments is included in Supplementary 
Section II.

Timing of events and independent background error. To under-
stand the arrival rate and uniformity of impact events, we now 
deploy RReCS experiments for long time periods to gather large 
numbers of events. We acquire 100 back-to-back datasets of 60 s 
each, and apply a matched filter to isolate events over the back-
ground independent error rate. Details on this filtering are included 
in Supplementary Section III. Four sequential datasets are shown 
in Fig. 2, selected to include one dataset without any events pres-
ent. In Fig. 2a, the raw time-series data illustrate the background 
error rate, but the filtered data display low noise and clearly identify 
events even at scales lower than the background noise level. Figure 
2b shows corresponding histograms over the number of simultane-
ous errors, where the black lines indicate the expected background 
distribution of independent errors.

We include a simple independent error model, where we assume 
perfect initialization, followed by population decay with an inde-
pendently measured T1 time over the 1 μs sampling time, and 
finally account for separately measured finite readout fidelities. 
In the absence of events, we note a strong correspondence of the 
background error distribution to this simple model, as illustrated 
in Fig. 2b(II). In the presence of events, we note a distinct excess of 
high numbers of simultaneous errors, well above what is reasonable 
for uncorrelated error sources. This indicates that the baseline per-
formance of the experiment is well understood and that the peaks 
represent anomalous correlated error events.
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Fig. 1 | Rapid repetitive correlated sampling. a, High-energy radiation 
impinging on the device induces pair-breaking phonons which spread 
through the substrate. In superconducting structures, these phonons create 
quasiparticles, which cause qubit energy decay as they tunnel across the 
Josephson junction. b, We use a 26-qubit subset (dark green) of a Google 
Sycamore processor. The qubit chip is attached to a larger carrier chip 
using indium bump bonds. c, The RReCS experiment consists of repeated 
cycles of preparation, idling and measurement. The idling time of 1 μs 
sets the sensitivity to decay errors. The interval between the start of each 
cycle is 100 μs. d, A time slice of a 30-seconds-long dataset, showing a 
correlated error event. The number of simultaneous qubit decay errors 
jumps from baseline ~4 up to ~24, effectively saturating the chip. The 
number of errors returns to baseline with an exponential time constant 
of ~25 ms. We do not find any correlated error events when preparing the 
qubits in |0〉.
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Using our matched filter, we extract 415 events from these data-
sets, which we then fit individually to extract a peak height and 
exponential decay timescale. Details on this analysis and the dis-
tributions of extracted parameters are included in Supplementary 
Section III. We find that the decay timescale is tightly grouped in 
the 25–30 ms range, and that peak heights range from the minimum 
identifiable by our analysis up to the full number of qubits used. 
We also extracted 326 time periods between events occurring in the 
same dataset and find a strong correspondence to an exponential 
distribution with an average event rate λ = 1/(10 s). This indicates 
that the occurrence of events is independent over time, occurring on 
average every 10 s without significant bunching or anti-bunching. 
This timescale is long compared with the typical qubit coherence 
times and will therefore have a limited influence on typical qubit 
T1 measurements4. However, this timescale is quite short compared 
with the run time of error-corrected algorithms, which is projected 
to be several hours27, so any attempt to preserve a logical state for 
computation is very likely to be affected by such an event.

Impact localization and evolution. We now turn to experiments 
with higher time resolutions in order to observe the evolution of 
individual events as they progress. Our use of a recently devel-
oped reset protocol24 was key in allowing us to achieve 3 μs inter-
vals between measurements and thereby acquire resolution inside 
the rising edge of the event. In Fig. 3a, we show the raw time trace 
focusing on the start of an event, with Fig. 3b showing the longer tail 

of the event. We find three distinct timescales: an immediate jump 
in error from baseline at ~4 errors to ~10 errors in only ~10 μs,  
a slower saturation up to a maximum of ~15 over the following  
~1 ms, and a typical ~25 ms exponential decay back towards base-
line. Figure 3c presents heatmaps of the errors over the device aver-
aged over a 300 μs window, showing (1) the baseline performance 
starting 400 μs prior to the impact, displaying homogeneous, low 
error rates, (2) the immediate jump to elevated error rates, display-
ing a localized hot spot with radius of ~2 mm where the highest 
error rates are concentrated, (3) the end of the saturation regime at 
1.5 ms following the impact, where the hot spot has grown in size 
and all of the qubit patch sees noticeably elevated error rates, and 
(4) the performance 10 ms after the event during the exponential 
tail. The initial impact site is still visible but less distinct from the 
surrounding area. Error rates throughout the chip are still notice-
ably elevated above baseline levels. Two further events at this level 
of time resolution are included in Supplementary Section IV for 
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Fig. 2 | Identifying events and background error. Sequential datasets I–IV 
selected from a series of 100 datasets of 60!s each, with a time between 
data points of 100 μs. a, Raw (blue) and filtered (red) time series. Matched 
filtering allows for identifying events otherwise obscured by background 
noise. Events occur independently every 10!s on average. b, Histograms of 
the number of errors, along with a model of independent errors arising from 
qubit T1 and readout. In the absence of events, the data closely correspond 
to this model, whereas when events occur, high error counts appear.
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Fig. 3 | Localization and spread of error. a,b, Time slices of the same 
event taken from a dataset with a sampling time of 1 μs and an interval of 
3 μs between data points. The number of errors jumps up from a baseline 
of ~4 to ~10 errors in around 10 μs, then rises to ~15 errors in around 1 ms,  
before returning to the baseline following an exponential decay with a 
time constant of ~25 ms. c, Heatmaps of the qubit patch, showing the 
error rate in per cent averaged over 300 μs slices located (1) before the 
event, (2) at the initial impact, (3) after the rise to the peak value and  
(4) during the recovery of equilibrium. High error rates are initially 
localized to a small number of qubits but spread through the device over 
the course of the event.
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Google group performed a similar measurement on a “real” quantum processor (sycamore) 

Developed a protocol for qubits operation that allowed to monitor errors “online”

Google Sycamore

https://www.nature.com/articles/s41567-021-01432-8


Mc Ewen et al, Nature Physics 18 107-111 (2022) 

ARTICLESNATURE PHYSICS

Using our matched filter, we extract 415 events from these data-
sets, which we then fit individually to extract a peak height and 
exponential decay timescale. Details on this analysis and the dis-
tributions of extracted parameters are included in Supplementary 
Section III. We find that the decay timescale is tightly grouped in 
the 25–30 ms range, and that peak heights range from the minimum 
identifiable by our analysis up to the full number of qubits used. 
We also extracted 326 time periods between events occurring in the 
same dataset and find a strong correspondence to an exponential 
distribution with an average event rate λ = 1/(10 s). This indicates 
that the occurrence of events is independent over time, occurring on 
average every 10 s without significant bunching or anti-bunching. 
This timescale is long compared with the typical qubit coherence 
times and will therefore have a limited influence on typical qubit 
T1 measurements4. However, this timescale is quite short compared 
with the run time of error-corrected algorithms, which is projected 
to be several hours27, so any attempt to preserve a logical state for 
computation is very likely to be affected by such an event.

Impact localization and evolution. We now turn to experiments 
with higher time resolutions in order to observe the evolution of 
individual events as they progress. Our use of a recently devel-
oped reset protocol24 was key in allowing us to achieve 3 μs inter-
vals between measurements and thereby acquire resolution inside 
the rising edge of the event. In Fig. 3a, we show the raw time trace 
focusing on the start of an event, with Fig. 3b showing the longer tail 

of the event. We find three distinct timescales: an immediate jump 
in error from baseline at ~4 errors to ~10 errors in only ~10 μs,  
a slower saturation up to a maximum of ~15 over the following  
~1 ms, and a typical ~25 ms exponential decay back towards base-
line. Figure 3c presents heatmaps of the errors over the device aver-
aged over a 300 μs window, showing (1) the baseline performance 
starting 400 μs prior to the impact, displaying homogeneous, low 
error rates, (2) the immediate jump to elevated error rates, display-
ing a localized hot spot with radius of ~2 mm where the highest 
error rates are concentrated, (3) the end of the saturation regime at 
1.5 ms following the impact, where the hot spot has grown in size 
and all of the qubit patch sees noticeably elevated error rates, and 
(4) the performance 10 ms after the event during the exponential 
tail. The initial impact site is still visible but less distinct from the 
surrounding area. Error rates throughout the chip are still notice-
ably elevated above baseline levels. Two further events at this level 
of time resolution are included in Supplementary Section IV for 
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Fig. 2 | Identifying events and background error. Sequential datasets I–IV 
selected from a series of 100 datasets of 60!s each, with a time between 
data points of 100 μs. a, Raw (blue) and filtered (red) time series. Matched 
filtering allows for identifying events otherwise obscured by background 
noise. Events occur independently every 10!s on average. b, Histograms of 
the number of errors, along with a model of independent errors arising from 
qubit T1 and readout. In the absence of events, the data closely correspond 
to this model, whereas when events occur, high error counts appear.
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Fig. 3 | Localization and spread of error. a,b, Time slices of the same 
event taken from a dataset with a sampling time of 1 μs and an interval of 
3 μs between data points. The number of errors jumps up from a baseline 
of ~4 to ~10 errors in around 10 μs, then rises to ~15 errors in around 1 ms,  
before returning to the baseline following an exponential decay with a 
time constant of ~25 ms. c, Heatmaps of the qubit patch, showing the 
error rate in per cent averaged over 300 μs slices located (1) before the 
event, (2) at the initial impact, (3) after the rise to the peak value and  
(4) during the recovery of equilibrium. High error rates are initially 
localized to a small number of qubits but spread through the device over 
the course of the event.
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Google group performed a similar measurement on a “real” quantum processor (sycamore) 

Developed a protocol for qubits operation that allowed to monitor errors “online”

Google Sycamore: conclusion

https://www.nature.com/articles/s41567-021-01432-8


Summary

• Until ~ 2018, radioactivity was considered negligible for qubits 

• We then discovered that the qubit substrate is a target for radioactivity 

• The larger the substrate, the bigger the effect!
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• Today we know that: 

• Radioactivity diminishes the T1 of a single qubit 

• This effect last as long as phonons are in the substrate 

• Radioactivity creates correlated errors                               
—> chip-wide failure



Bonus Slide: IBM studies
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Two Level System: dominant loss mechanism in qubits  

Destabilises qubits on a ~hour time-scaleTWO-LEVEL-SYSTEM DYNAMICS... PRX QUANTUM 4, 020356 (2023)
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FIG. 6. TLS scrambling due to radiation. (a)–(c) Each column shows a TLS-scrambling event from a different run of the experiment:
(a) run 18, qubit 0; (b) run 17, qubit 6; (c) run 21, qubit 15. The time axis is shared across all panels in a column. The values in the top
and middle rows are averaged within 200 time bins to compute probabilities. The top panels show outcomes of Ramsey-jump detection
(MR). The middle panels show the evolution of the TLS spectra over time. The frequency scale is nonlinear because of the quadratic
dependence on the Stark tone amplitude. The color scale represents P(MS = 1) at the end of the 50-µs Stark tone; dark horizontal
lines correspond to excess loss when the qubit is resonant with a TLS. The bottom panels show Pearson’s r for the TLS spectroscopy
as defined in the main text. Dips correspond to sudden pronounced changes in spectral features in the middle panel. Dips crossing
the threshold r = 0.4 (black dashed line) simultaneous with a multiqubit jump are declared TLS-scrambling events. Because we have
previously established that multiqubit jumps are caused by the impact of radiation, we argue that the simultaneous TLS scrambling is
also caused by the impact of radiation.

of charges generated by the impact or mediated by the
diffusion of phonons and photons away from the initial
impact site. There could be a higher energy threshold for
the impact to scramble TLSs beyond the energy required
to cause a multiqubit jump. Alternatively, TLS scrambling
might be associated with only certain types of radiation.

V. DISCUSSION

What can we say about the interaction mechanism
underlying TLS scrambling? Although the physical ori-
gin of TLSs remains the subject of much debate [2], TLSs
are known to couple to the local electric field via a dipole
moment. Given their simultaneity, it is natural to sup-
pose that the TLS scrambling and offset-charge jumps are
both responses to the same redistribution of charge. As
shown in the insets of Fig. 1, some of the electrons and
holes generated during the impact escape recombination
and diffuse until becoming trapped at defects. This charge
redistribution will change the electric field at the TLS,
thus changing its frequency. The dipole moment of the
TLS (approximately 1 eÅ [2]) is much smaller than the
transmon dipole moment (approximately 100 e µm [51]),

potentially explaining why qubits over a large area par-
ticipate in a jump but the TLS scrambling is localized to
the TLSs in the vicinity of at most one qubit. Because
this picture predicts that some TLSs will scramble more
than others, with TLSs at the metal-substrate or substrate-
air interfaces more sensitive to charge rearrangements in
the substrate than TLSs in the junction or at the metal-
air interface, further insight could be gained by monitoring
scrambling in a setup able to locate individual TLSs within
a device [52].

Other mechanisms could also be at play. The scram-
bling could be mediated by the TLS elastic dipole coupling
to local strains. Heat generated by an impact could cause
brief expansion and thus local strain, shifting the TLS
[53], akin to thermal cycling of the cryostat. Recently,
stress-induced microfractures have been suggested as an
alternative source of phonon and QP bursts [54] but in our
architecture the electrical fields from microfractures due
to the stress at the bump bonds or niobium-silicon inter-
face are screened by the ground plane and thus unlikely to
cause the offset-charge jumps. Repeating these measure-
ments in different processors could reveal whether these
dynamics depend on the materials and architecture, as in
the case of the response to transient QPs. It would also
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Radioactivity causes scrambling 
(radiation causes multiple TLSs 

jumps in frequency and couple or 
decouple to qubits, increasing/

decreasing its lifetime)
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