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Figure 1: Schematic representation of the thermally corrected potential of a phase transition
triggered by the vacuum energy, denoted as direct PT (blue arrow), and a phase transition
against the vacuum energy, triggered by thermal corrections, referred to as inverse phase
transition (darker red arrow).

1 Introduction

Phase transitions (PTs) in the early universe plasma, usually called cosmological phase
transitions, have recently received much attention mostly due to the broad range of in-
teresting consequences that they can bring to the early universe thermal history. From
a phenomenological perspective, cosmological phase transitions can be at the origin of the
baryogenesis [1–14], the production of heavy dark matter [15–26], primordial black holes [27–
31] and possibly observable gravitational wave (GW) [32–36]. Moreover, from a theoretical
perspective, PTs between a local minimum and a deeper, local or global, minimum are
commonplace in quantum field theory, where it is believed that the vacuum structure is
a complicated manifold. In a related way, PTs appear naturally in a large variety of mo-
tivated BSM models like composite Higgs [37–41], extended Higgs sectors [42–51], axion
models [52, 53], dark Yang-Mills sectors [54, 55], B � L breaking sectors [56, 57].

For all these reasons, the hydrodynamics of cosmological phase transitions have been in-
tensively studied in the past, alongside with their hydrodynamical properties, their e�ciency
to turn vacuum energy into bulk motion, sound speed e↵ects [58–65] and gravitational wave
imprint [66–68]. A thorough classification of the di↵erence modes of expansion of bubbles
wall has been presented [69–72]. Five consistent types of solutions survived the examina-
tion: weak and Chapman-Jouguet (CJ) deflagrations, weak and CJ detonations and hybrid
solutions, which are supersonic deflagrations glued to rarefaction waves. The collapse of
cosmological droplets, because of their possible impact on the production of GW [73] and
PBH production [74], also received attention. In a direct phase transition, the vacuum un-
dergoes a transition from a local higher minimum of the zero–temperature potential to a
deeper minimum, as presented by the blue arrow (direct PT) in Fig.1. The acceleration of
the bubbles of the new phase is then triggered mostly by the vacuum energy release.

A much less studied situation is the expansion of bubbles of inverse phase transitions,
where the transition is from a lower minimum (of the zero–temperature potential) to a higher
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2.1 Matching across discontinuities1

The hydrodynamics of the coupled system, where a nucleated bubble expands within the2

primordial plasma, can be described by the conservation of the total energy-momentum3

tensor. The energy-momentum tensor contains two pieces: i) the scalar background, which4

generates the bubble wall profile that we denote „, and ii) the plasma that we denote f and5

that we model as a perfect fluid. Those two contributions respectively read6

T
µ‹
„ = (ˆµ

„)ˆ‹
„ ≠ g

µ‹


1
2(ˆ„)2 ≠ V („)

�
, (scalar field component) (2.1a)

T
µ‹
f = (ef + pf )uµ

u
‹ ≠ g

µ‹
pf , (plasma component) (2.1b)

where u
µ = “(v)(1, v̨) is the fluid four-velocity in the plasma frame with the Lorentz boost7

factor “(v) = 1/
Ô

1 ≠ v2, ef and pf are the fluid energy density and pressure, that vanish8

at zero temperature. V is the e�ective (loop-resummed) scalar potential. However, one9

usually combines the fluid energy density and pressure with the e�ective scalar potential10

energy, e = ef + V („), p = pf ≠ V („). The advantage of writing the energy-momentum11

tensors in terms of e and p is that the matching conditions for hydrodynamic quantities take12

the standard form that appears commonly in the literature. Note that the fluid enthalpy13

writes w = ef + pf = e + p. Therefore, in terms of e and p, the energy-momentum tensor14

for the fluid then takes the following form15

T
µ‹
f = (e + p)uµ

u
‹ ≠ g

µ‹ [p + V („)] . (2.2)

Then, the conservation of the energy-momentum tensor is given by16

ÒµT
µ‹ = Òµ

⇣
T

µ‹
„ + T

µ‹
f

⌘
= 0 . (2.3)

Hydrodynamical flows can develop discontinuities such as shock waves and reaction17

fronts, across which the bulk quantities undergo a jump, as pictorially presented in figure 2.18

The conservation equations in eq. (2.3) can then be used to derive junction conditions of19

these quantities. Those will serve as boundary conditions for the smooth evolution of the20

fluid on both sides of the discontinuity. By integrating eq. (2.3) over a volume containing21

the interface and using Stokes’ theorem, we arrive at the continuity equations governing22

the flow of energy-momentum23

(T z‹
+ ≠ T

z‹
≠ )n‹ = 0 , (T t‹

+ ≠ T
t‹
≠ )n‹ = 0 , (2.4)

where nµ = (0, 0, 0, 1) is the unit 4-vector perpendicular to the bubble interface. Under the24

assumption that the flux along the 3-direction is u
µ = “(z)(1, 0, 0, ≠v(z)), one can obtain25

the junction conditions26

w+“
2

+v+ = w≠“
2

≠v≠ , (2.5a)
w+“

2

+v
2

+ + p+ = w≠“
2

≠v
2

≠ + p≠ , (2.5b)

where w © e + p is the enthalpy and where the subscript “±” denotes quantities in front27

of/behind the bubble wall, so that ≠ always represents the interior of the bubble. To be28
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Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30
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( − )

( + )



Simone Blasi - Planck 2025

proofs JCAP_052P_0724

2.1 Matching across discontinuities1

The hydrodynamics of the coupled system, where a nucleated bubble expands within the2

primordial plasma, can be described by the conservation of the total energy-momentum3

tensor. The energy-momentum tensor contains two pieces: i) the scalar background, which4

generates the bubble wall profile that we denote „, and ii) the plasma that we denote f and5

that we model as a perfect fluid. Those two contributions respectively read6

T
µ‹
„ = (ˆµ

„)ˆ‹
„ ≠ g

µ‹


1
2(ˆ„)2 ≠ V („)

�
, (scalar field component) (2.1a)

T
µ‹
f = (ef + pf )uµ

u
‹ ≠ g

µ‹
pf , (plasma component) (2.1b)

where u
µ = “(v)(1, v̨) is the fluid four-velocity in the plasma frame with the Lorentz boost7

factor “(v) = 1/
Ô

1 ≠ v2, ef and pf are the fluid energy density and pressure, that vanish8

at zero temperature. V is the e�ective (loop-resummed) scalar potential. However, one9

usually combines the fluid energy density and pressure with the e�ective scalar potential10

energy, e = ef + V („), p = pf ≠ V („). The advantage of writing the energy-momentum11

tensors in terms of e and p is that the matching conditions for hydrodynamic quantities take12

the standard form that appears commonly in the literature. Note that the fluid enthalpy13

writes w = ef + pf = e + p. Therefore, in terms of e and p, the energy-momentum tensor14

for the fluid then takes the following form15

T
µ‹
f = (e + p)uµ

u
‹ ≠ g

µ‹ [p + V („)] . (2.2)

Then, the conservation of the energy-momentum tensor is given by16

ÒµT
µ‹ = Òµ

⇣
T

µ‹
„ + T

µ‹
f

⌘
= 0 . (2.3)

Hydrodynamical flows can develop discontinuities such as shock waves and reaction17

fronts, across which the bulk quantities undergo a jump, as pictorially presented in figure 2.18

The conservation equations in eq. (2.3) can then be used to derive junction conditions of19

these quantities. Those will serve as boundary conditions for the smooth evolution of the20

fluid on both sides of the discontinuity. By integrating eq. (2.3) over a volume containing21

the interface and using Stokes’ theorem, we arrive at the continuity equations governing22

the flow of energy-momentum23

(T z‹
+ ≠ T

z‹
≠ )n‹ = 0 , (T t‹

+ ≠ T
t‹
≠ )n‹ = 0 , (2.4)

where nµ = (0, 0, 0, 1) is the unit 4-vector perpendicular to the bubble interface. Under the24

assumption that the flux along the 3-direction is u
µ = “(z)(1, 0, 0, ≠v(z)), one can obtain25

the junction conditions26

w+“
2

+v+ = w≠“
2

≠v≠ , (2.5a)
w+“

2

+v
2

+ + p+ = w≠“
2

≠v
2

≠ + p≠ , (2.5b)

where w © e + p is the enthalpy and where the subscript “±” denotes quantities in front27

of/behind the bubble wall, so that ≠ always represents the interior of the bubble. To be28

– 4 –

Matching conditions
- However, the wall interface fixes the thermodynamics on the two sides:

proofs JCAP_052P_0724

0.6 0.7 0.8 0.9 1.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30

– 14 –

( − )
( + )

 : fluid velocity ahead and behind 
the wall, in the wall frame
v±



Simone Blasi - Planck 2025

Matching conditions
- However, the wall interface fixes the thermodynamics on the two sides:

This motivates the key definitions of the pseudotrace ✓̄ and the corresponding strength
parameter. So we define

✓̄ ⌘ e� p/c2s , ↵✓̄ ⌘
D✓̄

3w+
, (34)

such that
v+
v�

'
(v+v�/c2s � 1) + 3↵✓̄

(v+v�/c2s � 1) + 3v+v�↵✓̄

. (35)

Let us reiterate that we assumed a weak phase transition, T� ' T+ in the approxima-
tion (31), but otherwise presented a model-independent analysis. As we will see later,
in some models the relation (31) is exact and the matching equations are determined
solely by ↵✓̄ and c2s. In other words, the accuracy of (35) hinges on the question how
temperature independent the speed of sound in the broken phase is.

How surprising is the result of equation (33)? In the limit of weak phase transi-
tions, Dp,De ⌧ w+, only a linear combination of De and Dp enters at leading order
in the matching equations but it is by no means automatic that this linear combi-
nation does not depend on v+v� ' ⇠2w. Even more remarkably, the same is true for
strong phase transitions and ↵✓̄ and c2s are the only relevant quantities that enter in
the matching equations as long as the speed of sound is temperature-independent.

Note that if the matching only depends on ↵✓̄ and c2s, so do �p/w+ and �e/w+

(but not Dp/w+, De/w+, �p/w+ or �e/w+). In turn this is also true for �w/w+ and,
in case the temperature dependence of c2s is negligible, this also holds for ⇢fl/w+ and

✓̄ =
4⇢fl
D✓̄

, (36)

which generalizes ✏ from the bag model. The same is not true for K = ⇢fl/e+ since
two models with the same ↵✓̄ do not necessarily have the same e+/w+. As a trivial
example, notice that the hydrodynamic analysis does not depend on the cosmological
constant, and it does not matter if the bag constant is attributed to the broken
or the symmetric phase. This is expected since only gravity itself is sensitive to a
cosmological constant. The gravitational spectrum on the other hand depends on
the Hubble parameter which is why it is sensitive to the cosmological constant. But
even two models with the same energy density at T = 0 and the same ↵✓̄ can have a
drastically di↵erent adiabatic index � = w+/e+ at the phase transition which is why
K cannot be a function of ↵✓̄ alone.

The main outcome of above analysis is that the e�ciency ✓̄ mostly depends on
the wall velocity ⇠w = v+, the speed of sound in the broken phase c2s and the new
phase transition strength parameter ↵✓̄. As a corollary, in the case when the speed of
sound is that of a relativistic plasma, c2s = 1/3, the trace will quantify the strength
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This motivates the key definitions of the pseudotrace ✓̄ and the corresponding strength
parameter. So we define

✓̄ ⌘ e� p/c2s , ↵✓̄ ⌘
D✓̄

3w+
, (34)

such that
v+
v�

'
(v+v�/c2s � 1) + 3↵✓̄
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. (35)

Let us reiterate that we assumed a weak phase transition, T� ' T+ in the approxima-
tion (31), but otherwise presented a model-independent analysis. As we will see later,
in some models the relation (31) is exact and the matching equations are determined
solely by ↵✓̄ and c2s. In other words, the accuracy of (35) hinges on the question how
temperature independent the speed of sound in the broken phase is.

How surprising is the result of equation (33)? In the limit of weak phase transi-
tions, Dp,De ⌧ w+, only a linear combination of De and Dp enters at leading order
in the matching equations but it is by no means automatic that this linear combi-
nation does not depend on v+v� ' ⇠2w. Even more remarkably, the same is true for
strong phase transitions and ↵✓̄ and c2s are the only relevant quantities that enter in
the matching equations as long as the speed of sound is temperature-independent.

Note that if the matching only depends on ↵✓̄ and c2s, so do �p/w+ and �e/w+

(but not Dp/w+, De/w+, �p/w+ or �e/w+). In turn this is also true for �w/w+ and,
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which generalizes ✏ from the bag model. The same is not true for K = ⇢fl/e+ since
two models with the same ↵✓̄ do not necessarily have the same e+/w+. As a trivial
example, notice that the hydrodynamic analysis does not depend on the cosmological
constant, and it does not matter if the bag constant is attributed to the broken
or the symmetric phase. This is expected since only gravity itself is sensitive to a
cosmological constant. The gravitational spectrum on the other hand depends on
the Hubble parameter which is why it is sensitive to the cosmological constant. But
even two models with the same energy density at T = 0 and the same ↵✓̄ can have a
drastically di↵erent adiabatic index � = w+/e+ at the phase transition which is why
K cannot be a function of ↵✓̄ alone.

The main outcome of above analysis is that the e�ciency ✓̄ mostly depends on
the wall velocity ⇠w = v+, the speed of sound in the broken phase c2s and the new
phase transition strength parameter ↵✓̄. As a corollary, in the case when the speed of
sound is that of a relativistic plasma, c2s = 1/3, the trace will quantify the strength
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Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30
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which generalizes ✏ from the bag model. The same is not true for K = ⇢fl/e+ since
two models with the same ↵✓̄ do not necessarily have the same e+/w+. As a trivial
example, notice that the hydrodynamic analysis does not depend on the cosmological
constant, and it does not matter if the bag constant is attributed to the broken
or the symmetric phase. This is expected since only gravity itself is sensitive to a
cosmological constant. The gravitational spectrum on the other hand depends on
the Hubble parameter which is why it is sensitive to the cosmological constant. But
even two models with the same energy density at T = 0 and the same ↵✓̄ can have a
drastically di↵erent adiabatic index � = w+/e+ at the phase transition which is why
K cannot be a function of ↵✓̄ alone.

The main outcome of above analysis is that the e�ciency ✓̄ mostly depends on
the wall velocity ⇠w = v+, the speed of sound in the broken phase c2s and the new
phase transition strength parameter ↵✓̄. As a corollary, in the case when the speed of
sound is that of a relativistic plasma, c2s = 1/3, the trace will quantify the strength
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Figure 2. Pictorial representation of a discontinuity interface in the wall frame. The fluid ahead of
the discontinuity, (+), is coming towards the wall in the region behind, (≠). For direct PT (+) is
(generically) the symmetric phase, while (≠) is the broken one.

explicit, w+ = ws(T+), w≠ = wb(T≠) (and similarly for p±), where the label “s/b” denotes1

the symmetric/broken phase, see figure 2. Upon rearranging the junction conditions, we2

arrive at the familiar relations between the velocities, the energies and the pressures,3

v+v≠ = p+ ≠ p≠
e+ ≠ e≠

,
v+

v≠
= e≠ + p+

e+ + p≠
. (2.6)

We remind that the velocities v± have to be understood in the front frame (the frame where4

the discontinuity is at rest). To advance and determine the solutions for the system of5

hydrodynamical equations, we must assume a specific equation of state (EoS) for the plasma.6

This EoS will represent a function that relates various thermodynamic quantities.7

2.2 Introducing an Equation of State8

To make further progress, we need to introduce an Equation of State (EoS), which for9

simplicity we take to be the bag EoS:10

e+(T ) = a+T
4 + ‘+, p+(T ) = 1

3a+T
4 ≠ ‘+,

e≠(T ) = a≠T
4 + ‘≠, p≠(T ) = 1

3a≠T
4 ≠ ‘≠, (2.7)

where a± and ‘± are constants and we used the convention ‘+ ≠ ‘≠ © �V . Here, a± describes11

the di�erent light degrees of freedom across the wall, and T± the di�erent temperatures. One12

can explicitly compute the expression of the dof in the high-temperature limit, where they13

can be read from the thermal corrections to the e�ective potential:14

a± = fi
2

30
X

i=light dof


g

B
i + 7

8g
F
i

�
, (2.8)

where B(F ) stands for boson (fermion). From the EoS, it is easy to see that the relations15

in eq. (2.6) become16

v+v≠ = 1 ≠ (1 ≠ 3–+)r
3 ≠ 3(1 + –+)r ,

v+

v≠
= 3 + (1 ≠ 3–+)r

1 + 3(1 + –+)r , (2.9)
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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, –N © ‘+ ≠ ‘≠
a+T 4

N
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with –N characterizing the strength of the PT at the nucleation temperature TN . It is then2

conventional to define the vacuum energy in the true minimum to be zero: ‘≠ = 0 and ‘+ © ‘.3

Notice that by doing so we are specifying our transition to proceed from a phase with a4

higher vacuum energy to a phase with a lower one. This is the usual behavior expected for a5

cooling phase transition, as it complies with the structure of the zero-temperature potential.6

The parameter r can be eliminated from eq. (2.9) to write v+(v≠, –+),7

v+(v≠, –+) = 1
1 + –+

✓
v≠
2 + 1

6v≠

◆
±

s✓
v≠
2 + 1

6v≠

◆2

+ –2
+

+ 2
3–+ ≠ 1

3

�
. (2.11)

In figure 3 are reported the two di�erent branches ± for constant values of –+. The left8

panel refers to direct PTs, with –+ > 0, while as we will discuss in section 3 the right panel9

refers to inverse PTs, with –+ < 0.10

Phase transitions and discontinuities are accompanied by an increase in the entropy of11

the plasma. We discuss the conservation of entropy current12

ˆµ(su
µ) = 0, s © w

T
(Entropy in continuous waves) . (2.12)
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Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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with –N characterizing the strength of the PT at the nucleation temperature TN . It is then2

conventional to define the vacuum energy in the true minimum to be zero: ‘≠ = 0 and ‘+ © ‘.3

Notice that by doing so we are specifying our transition to proceed from a phase with a4

higher vacuum energy to a phase with a lower one. This is the usual behavior expected for a5

cooling phase transition, as it complies with the structure of the zero-temperature potential.6

The parameter r can be eliminated from eq. (2.9) to write v+(v≠, –+),7
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In figure 3 are reported the two di�erent branches ± for constant values of –+. The left8

panel refers to direct PTs, with –+ > 0, while as we will discuss in section 3 the right panel9

refers to inverse PTs, with –+ < 0.10

Phase transitions and discontinuities are accompanied by an increase in the entropy of11

the plasma. We discuss the conservation of entropy current12

ˆµ(su
µ) = 0, s © w

T
(Entropy in continuous waves) . (2.12)
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Figure 1: Schematic representation of the thermally corrected potential of a phase transition
triggered by the vacuum energy, denoted as direct PT (blue arrow), and a phase transition
against the vacuum energy, triggered by thermal corrections, referred to as inverse phase
transition (darker red arrow).

1 Introduction

Phase transitions (PTs) in the early universe plasma, usually called cosmological phase
transitions, have recently received much attention mostly due to the broad range of in-
teresting consequences that they can bring to the early universe thermal history. From
a phenomenological perspective, cosmological phase transitions can be at the origin of the
baryogenesis [1–14], the production of heavy dark matter [15–26], primordial black holes [27–
31] and possibly observable gravitational wave (GW) [32–36]. Moreover, from a theoretical
perspective, PTs between a local minimum and a deeper, local or global, minimum are
commonplace in quantum field theory, where it is believed that the vacuum structure is
a complicated manifold. In a related way, PTs appear naturally in a large variety of mo-
tivated BSM models like composite Higgs [37–41], extended Higgs sectors [42–51], axion
models [52, 53], dark Yang-Mills sectors [54, 55], B � L breaking sectors [56, 57].

For all these reasons, the hydrodynamics of cosmological phase transitions have been in-
tensively studied in the past, alongside with their hydrodynamical properties, their e�ciency
to turn vacuum energy into bulk motion, sound speed e↵ects [58–65] and gravitational wave
imprint [66–68]. A thorough classification of the di↵erence modes of expansion of bubbles
wall has been presented [69–72]. Five consistent types of solutions survived the examina-
tion: weak and Chapman-Jouguet (CJ) deflagrations, weak and CJ detonations and hybrid
solutions, which are supersonic deflagrations glued to rarefaction waves. The collapse of
cosmological droplets, because of their possible impact on the production of GW [73] and
PBH production [74], also received attention. In a direct phase transition, the vacuum un-
dergoes a transition from a local higher minimum of the zero–temperature potential to a
deeper minimum, as presented by the blue arrow (direct PT) in Fig.1. The acceleration of
the bubbles of the new phase is then triggered mostly by the vacuum energy release.

A much less studied situation is the expansion of bubbles of inverse phase transitions,
where the transition is from a lower minimum (of the zero–temperature potential) to a higher

3
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Figure 1: Schematic representation of the thermally corrected potential of a phase transition
triggered by the vacuum energy, denoted as direct PT (blue arrow), and a phase transition
against the vacuum energy, triggered by thermal corrections, referred to as inverse phase
transition (darker red arrow).

1 Introduction

Phase transitions (PTs) in the early universe plasma, usually called cosmological phase
transitions, have recently received much attention mostly due to the broad range of in-
teresting consequences that they can bring to the early universe thermal history. From
a phenomenological perspective, cosmological phase transitions can be at the origin of the
baryogenesis [1–14], the production of heavy dark matter [15–26], primordial black holes [27–
31] and possibly observable gravitational wave (GW) [32–36]. Moreover, from a theoretical
perspective, PTs between a local minimum and a deeper, local or global, minimum are
commonplace in quantum field theory, where it is believed that the vacuum structure is
a complicated manifold. In a related way, PTs appear naturally in a large variety of mo-
tivated BSM models like composite Higgs [37–41], extended Higgs sectors [42–51], axion
models [52, 53], dark Yang-Mills sectors [54, 55], B � L breaking sectors [56, 57].

For all these reasons, the hydrodynamics of cosmological phase transitions have been in-
tensively studied in the past, alongside with their hydrodynamical properties, their e�ciency
to turn vacuum energy into bulk motion, sound speed e↵ects [58–65] and gravitational wave
imprint [66–68]. A thorough classification of the di↵erence modes of expansion of bubbles
wall has been presented [69–72]. Five consistent types of solutions survived the examina-
tion: weak and Chapman-Jouguet (CJ) deflagrations, weak and CJ detonations and hybrid
solutions, which are supersonic deflagrations glued to rarefaction waves. The collapse of
cosmological droplets, because of their possible impact on the production of GW [73] and
PBH production [74], also received attention. In a direct phase transition, the vacuum un-
dergoes a transition from a local higher minimum of the zero–temperature potential to a
deeper minimum, as presented by the blue arrow (direct PT) in Fig.1. The acceleration of
the bubbles of the new phase is then triggered mostly by the vacuum energy release.

A much less studied situation is the expansion of bubbles of inverse phase transitions,
where the transition is from a lower minimum (of the zero–temperature potential) to a higher
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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with –N characterizing the strength of the PT at the nucleation temperature TN . It is then2

conventional to define the vacuum energy in the true minimum to be zero: ‘≠ = 0 and ‘+ © ‘.3

Notice that by doing so we are specifying our transition to proceed from a phase with a4

higher vacuum energy to a phase with a lower one. This is the usual behavior expected for a5

cooling phase transition, as it complies with the structure of the zero-temperature potential.6

The parameter r can be eliminated from eq. (2.9) to write v+(v≠, –+),7
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1 + –+

✓
v≠
2 + 1

6v≠

◆
±

s✓
v≠
2 + 1

6v≠

◆2

+ –2
+

+ 2
3–+ ≠ 1

3

�
. (2.11)

In figure 3 are reported the two di�erent branches ± for constant values of –+. The left8

panel refers to direct PTs, with –+ > 0, while as we will discuss in section 3 the right panel9

refers to inverse PTs, with –+ < 0.10

Phase transitions and discontinuities are accompanied by an increase in the entropy of11

the plasma. We discuss the conservation of entropy current12

ˆµ(su
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(Entropy in continuous waves) . (2.12)
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Figure 1: Schematic representation of the thermally corrected potential of a phase transition
triggered by the vacuum energy, denoted as direct PT (blue arrow), and a phase transition
against the vacuum energy, triggered by thermal corrections, referred to as inverse phase
transition (darker red arrow).

1 Introduction

Phase transitions (PTs) in the early universe plasma, usually called cosmological phase
transitions, have recently received much attention mostly due to the broad range of in-
teresting consequences that they can bring to the early universe thermal history. From
a phenomenological perspective, cosmological phase transitions can be at the origin of the
baryogenesis [1–14], the production of heavy dark matter [15–26], primordial black holes [27–
31] and possibly observable gravitational wave (GW) [32–36]. Moreover, from a theoretical
perspective, PTs between a local minimum and a deeper, local or global, minimum are
commonplace in quantum field theory, where it is believed that the vacuum structure is
a complicated manifold. In a related way, PTs appear naturally in a large variety of mo-
tivated BSM models like composite Higgs [37–41], extended Higgs sectors [42–51], axion
models [52, 53], dark Yang-Mills sectors [54, 55], B � L breaking sectors [56, 57].

For all these reasons, the hydrodynamics of cosmological phase transitions have been in-
tensively studied in the past, alongside with their hydrodynamical properties, their e�ciency
to turn vacuum energy into bulk motion, sound speed e↵ects [58–65] and gravitational wave
imprint [66–68]. A thorough classification of the di↵erence modes of expansion of bubbles
wall has been presented [69–72]. Five consistent types of solutions survived the examina-
tion: weak and Chapman-Jouguet (CJ) deflagrations, weak and CJ detonations and hybrid
solutions, which are supersonic deflagrations glued to rarefaction waves. The collapse of
cosmological droplets, because of their possible impact on the production of GW [73] and
PBH production [74], also received attention. In a direct phase transition, the vacuum un-
dergoes a transition from a local higher minimum of the zero–temperature potential to a
deeper minimum, as presented by the blue arrow (direct PT) in Fig.1. The acceleration of
the bubbles of the new phase is then triggered mostly by the vacuum energy release.

A much less studied situation is the expansion of bubbles of inverse phase transitions,
where the transition is from a lower minimum (of the zero–temperature potential) to a higher
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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with –N characterizing the strength of the PT at the nucleation temperature TN . It is then2

conventional to define the vacuum energy in the true minimum to be zero: ‘≠ = 0 and ‘+ © ‘.3

Notice that by doing so we are specifying our transition to proceed from a phase with a4

higher vacuum energy to a phase with a lower one. This is the usual behavior expected for a5

cooling phase transition, as it complies with the structure of the zero-temperature potential.6
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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Matching conditions

Figure 1: Schematic representation of the thermally corrected potential of a phase transition
triggered by the vacuum energy, denoted as direct PT (blue arrow), and a phase transition
against the vacuum energy, triggered by thermal corrections, referred to as inverse phase
transition (darker red arrow).

1 Introduction

Phase transitions (PTs) in the early universe plasma, usually called cosmological phase
transitions, have recently received much attention mostly due to the broad range of in-
teresting consequences that they can bring to the early universe thermal history. From
a phenomenological perspective, cosmological phase transitions can be at the origin of the
baryogenesis [1–14], the production of heavy dark matter [15–26], primordial black holes [27–
31] and possibly observable gravitational wave (GW) [32–36]. Moreover, from a theoretical
perspective, PTs between a local minimum and a deeper, local or global, minimum are
commonplace in quantum field theory, where it is believed that the vacuum structure is
a complicated manifold. In a related way, PTs appear naturally in a large variety of mo-
tivated BSM models like composite Higgs [37–41], extended Higgs sectors [42–51], axion
models [52, 53], dark Yang-Mills sectors [54, 55], B � L breaking sectors [56, 57].

For all these reasons, the hydrodynamics of cosmological phase transitions have been in-
tensively studied in the past, alongside with their hydrodynamical properties, their e�ciency
to turn vacuum energy into bulk motion, sound speed e↵ects [58–65] and gravitational wave
imprint [66–68]. A thorough classification of the di↵erence modes of expansion of bubbles
wall has been presented [69–72]. Five consistent types of solutions survived the examina-
tion: weak and Chapman-Jouguet (CJ) deflagrations, weak and CJ detonations and hybrid
solutions, which are supersonic deflagrations glued to rarefaction waves. The collapse of
cosmological droplets, because of their possible impact on the production of GW [73] and
PBH production [74], also received attention. In a direct phase transition, the vacuum un-
dergoes a transition from a local higher minimum of the zero–temperature potential to a
deeper minimum, as presented by the blue arrow (direct PT) in Fig.1. The acceleration of
the bubbles of the new phase is then triggered mostly by the vacuum energy release.

A much less studied situation is the expansion of bubbles of inverse phase transitions,
where the transition is from a lower minimum (of the zero–temperature potential) to a higher

3
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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Figure 3. Left: In standard direct phase transitions with –+ > 0, we depict contours of constant
–+ in the allowed region in the plane (v≠, v+), where v± are the fluid velocities in the wall frame.
Shaded red regions indicate the presence of deflagrations and detonations, which are forbidden by
hydrodynamical constraints, as we explain in the text. Right: Same as the left panel, but for the
case of inverse phase transitions with –+ < 0. In the shaded red regions we similarly highlight the
impossibility of strong inverse detonations (v+ Æ cs), while strong inverse deflagrations will decay to
inverse hybrids.
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Figure 5. Profiles of the fluid velocity v(›) in the plasma frame, both for the case of (standard) direct
phase transitions (–+ > 0), and for inverse phase transitions (–+ < 0). The former case is described in
the quadrant I and has v(›) > 0, while the latter is in the quadrant II with v(›) < 0. The gray shaded
region is unphysical as it would imply that the fluid moves faster than the wall, |v(›)| > |›|. The red
shaded region would similarly give unphysical velocity profiles as the dot-dashed red line indicates the
maximum velocity that a detonation-type of solution can have, i.e. the sound speed in a frame moving
at ›, v(›) = µ(›, cs). The dashed blue line shows the velocity of the shock front for deflagrations,
that is µ(›sh, v(›sh))›sh = c

2
s. The di�erent quadrants describe di�erent physical systems: I) bubble

and II) inverse bubble expansion as › > 0, III) droplet and IV) inverse droplet collapse with › < 0.
The quadrants are related among each other by a mirror symmetry v æ ≠v and › æ ≠›. The
colored profiles in orange, green and blue, in the I quadrant, describe a deflagration, a hybrid, and a
detonation, respectively, and in the II quadrant an inverse deflagration, an inverse-hybrid, and an
inverse detonation, respectively. The other profiles are obtained by symmetry (see also [80]).

In this section, we delineate the di�erent types of solutions possible for direct cosmological1

phase transitions. In figure 5 we present all the possible solutions of eq. (2.25). The four2

quadrants describe di�erent physical situations: I) direct bubble expansion [71, 83, 84], II)3

inverse bubble expansion (this work), III) direct droplet collapse (see [74] for a recent study)4

and IV) inverse droplet collapse. In this section we will remind the solutions in quadrant I5

and study in depth the solutions of quadrant II in section 3. Table 1 summarizes the various6

flows that can exist across the discontinuity.7

Direct phase transitions admit three bubble expansion modes: i) detonations ii) defla-8

grations and iii) hybrid solutions.9
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Note that Eqs. (11.12)–(11.13) can be combined to yield an energy equation which is coordi-
nate independent

e′

e
= 2

(
z − f

z + f

)
f ′

f
, (11.15)

and a momentum equation which involves only terms related to the velocity
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it is possible to rewrite Eqs. (11.11)–(11.13) in the following self-similar form (Steinhardt,
1982; Kurki-Suonio, 1985)
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Equation (11.19) shows that the self-similar solution of the rest-mass density (or of the number
density if the fluid is ultrarelativistic) is proportional to that of the energy density divided by
the enthalpy density. As a result, hereafter we will consider only Eqs. (11.20)–(11.21) since
the expression for ρ can be obtained trivially once that for e is known. Furthermore, note that
these equations are invariant under the simultaneous transformations

ξ → −ξ and v → −v , (11.22)

so that it is necessary to solve them only in one of the half-planes ξ ∈ [0, ± 1] in order to
know the solution in the whole interval ξ ∈ [−1, 1].

Under generic conditions, the system of equations (11.19)–(11.21) does not have analytic
solutions and a numerical approach is therefore necessary to study the properties of these
equations. However, before illustrating the result of such numerical solutions, it is useful to
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Figure 4. Left: Reaction and Taub adiabats for a direct PT. The trajectory connecting the blue
dot with the green one is an example of a valid shock wave (connecting two points on the same Taub
adiabat), while the trajectory connecting the blue dot to the orange one (from the Taub adiabat to
the reaction one) is an example of valid reaction front with ‘ ”= 0. Further details are presented in
appendix C. Right: Same for the case of an inverse PT.

2.4 Hydrodynamical equations1

Up to this point, we have discussed the relations between thermodynamic quantities across2

discontinuities. In this section, our focus shifts to examining the di�erent types of solutions3

to the hydrodynamical equations and investigating their properties.4

The relativistic hydrodynamics equations have been shown to allow for self-similar5

solutions. A hydrodynamic solution is said self-similar when it can be described by only6

two quantities with independent dimensions apart from space and time. In such cases, all7

relevant physical quantities can be expressed as functions of a similarity variable, typically8

a combination of spatial and temporal coordinates.9

For large enough bubbles, when the solution reaches a terminal wall velocity, the fluid10

profile can be characterized by the self-similar variable › © r/t (for a comprehensive11

explanation, we refer to [80–82]). Notably, › possesses the dimension of a velocity but can12

be interpreted as a position as well. The velocity of the bubble wall, denoted as ›w, ranges13

between the center of the bubble (› æ 0) and the lightcone (› æ 1).14

Starting from the conservation of the energy-momentum tensor, projecting eq. (2.3)15

along and perpendicular to the flow, assuming spherical symmetry for the solutions and16

finally expressing the system of equations in terms of this self-similar variable, we obtain17

the following form18

(› ≠ v)
ˆ›e

w
= 2v

›
+ [1 ≠ “

2
v(› ≠ v)]ˆ›v , (Euler eq.)

(1 ≠ v›)
ˆ›p

w
= “

2(› ≠ v)ˆ›v . (continuity eq.) (2.24)

We emphasize that v denotes here the velocity of the fluid in the plasma frame (equivalently19

the center of the bubble frame), as opposed to v± defined in the frame of the wall.20

– 9 –
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Combining those equations leads to the well-known equation for the fluid velocity:1

2v

›
= “

2(1 ≠ v›)


µ
2
pæw

c2
s

≠ 1
�
ˆ›v, µpæw(›, v) = v ≠ ›

1 ≠ ›v
, (2.25)

where µpæw(›, v) is the Lorentz transformed fluid velocity, from the plasma to the wall2

frame. Two qualitatively di�erent types of solutions emerge from the analysis of the equation3

eq. (2.25): i) the rarefaction wave and ii) the compression wave.4

i) The rarefaction wave propagates from the head, moving at the largest velocity ›head to5

the tail, which moves at some smaller velocity ›tail < ›head. Consistency dictates that6

either ›tail = cs or ›head = cs. While this is not true for generic flows, the symmetries7

of an expanding bubble dictate that the flow is at rest at the bubble center and on the8

lightcone, meaning v(› = 0) = v(› = 1) = 0. By imposing these boundary conditions,9

we deduce from eq. (2.25) that for such solutions, ˆ›v > 0. Examining eq. (2.24) and10

focusing on the cases of interest for us, namely › ≠ v > 0 and ˆ›v > 0, we conclude that11

the rarefaction waves are also decompression waves, since ˆ›p > 0, as we travel from12

› = 1 to › = 0, i.e. toward the center of the bubble. Similar conclusions hold for the13

enthalpy w and the temperature T , which we will define, in terms of the wall velocity,14

at the end of this section.15

ii) On the other hand, compression waves accelerate the motion of the plasma toward the16

center of the bubble. The same reasoning as above indicates that the pressure, the17

temperature, and the enthalpy increase across the wave, as we travel toward the center18

of the bubble, i.e. from › = 1 to › = 0.19

Upon solving eq. (2.25) with the matching condition (2.5a), and obtaining the fluid velocity20

profile, we can subsequently compute the enthalpy profile21

w(›) = w(›0) exp
"Z v(›)

v(›0)

✓
1
c2

s
+ 1

◆
“

2(v)µ(›(v), v) dv

#
. (2.26)

From ˆ› ln T = “
2(v)µ(›, v)ˆ›v, we can also obtain the temperature profile that reads22

T (›) = T (›0) exp
"Z v(›)

v(›0)

“
2(v)µ(›(v), v) dv

#
, (2.27)

where ›0 refers to the interface location, both for shock and reaction fronts. Properly23

computing the profile across the wall of the di�erent thermodynamic quantities will be the24

subject of section 4.25

2.5 The types of solutions for direct PTs26

In the previous sections, we have gathered the necessary tools to solve the thermodynamic27

profiles of bubbles. We now apply these tools to various modes of expansion of cosmological28

bubbles. As we shall see, constructing the velocity and temperature profiles of physical phase29

transitions requires gluing together discontinuous fronts and continuous waves.30

– 10 –
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Figure 5. Profiles of the fluid velocity v(›) in the plasma frame, both for the case of (standard) direct
phase transitions (–+ > 0), and for inverse phase transitions (–+ < 0). The former case is described in
the quadrant I and has v(›) > 0, while the latter is in the quadrant II with v(›) < 0. The gray shaded
region is unphysical as it would imply that the fluid moves faster than the wall, |v(›)| > |›|. The red
shaded region would similarly give unphysical velocity profiles as the dot-dashed red line indicates the
maximum velocity that a detonation-type of solution can have, i.e. the sound speed in a frame moving
at ›, v(›) = µ(›, cs). The dashed blue line shows the velocity of the shock front for deflagrations,
that is µ(›sh, v(›sh))›sh = c

2
s. The di�erent quadrants describe di�erent physical systems: I) bubble

and II) inverse bubble expansion as › > 0, III) droplet and IV) inverse droplet collapse with › < 0.
The quadrants are related among each other by a mirror symmetry v æ ≠v and › æ ≠›. The
colored profiles in orange, green and blue, in the I quadrant, describe a deflagration, a hybrid, and a
detonation, respectively, and in the II quadrant an inverse deflagration, an inverse-hybrid, and an
inverse detonation, respectively. The other profiles are obtained by symmetry (see also [80]).

In this section, we delineate the di�erent types of solutions possible for direct cosmological1

phase transitions. In figure 5 we present all the possible solutions of eq. (2.25). The four2

quadrants describe di�erent physical situations: I) direct bubble expansion [71, 83, 84], II)3

inverse bubble expansion (this work), III) direct droplet collapse (see [74] for a recent study)4

and IV) inverse droplet collapse. In this section we will remind the solutions in quadrant I5

and study in depth the solutions of quadrant II in section 3. Table 1 summarizes the various6

flows that can exist across the discontinuity.7

Direct phase transitions admit three bubble expansion modes: i) detonations ii) defla-8

grations and iii) hybrid solutions.9
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(e+ p)f ′ + f(e+ p)′ − z(e− p)′ +
j

z − 1
(e+ p)(f − 1) = 0 , (11.13)

where
′ :=

∂

∂z
. (11.14)

Note that Eqs. (11.12)–(11.13) can be combined to yield an energy equation which is coordi-
nate independent

e′

e
= 2

(
z − f

z + f

)
f ′

f
, (11.15)

and a momentum equation which involves only terms related to the velocity

(f2 − 4zf + z2)
f ′

f
= j

(
f − 1

z − 1

)
(z + f) . (11.16)

Using now the relations

∂

∂ξ
:=

(1 + z)2

2

∂

∂z
, (11.17)

v′ :=

(
1 + z

1 + f

)2

f ′ , (11.18)

it is possible to rewrite Eqs. (11.11)–(11.13) in the following self-similar form (Steinhardt,
1982; Kurki-Suonio, 1985)

1

ρ

dρ

dξ
=

1

(e+ p)

de

dξ
,

[
(c2sξ

2 − 1)v2 + 2ξ(1− c2s)v + c2s − ξ2
] dv
dξ

=− j
v

ξ
c2s(1− v2)(1− ξv) ,

c2s
(e+ p)

de

dξ
=

(
ξ − v

1− ξv

)(
1

1− v2

)
dv

dξ
.

(11.19)

(11.20)

(11.21)

Equation (11.19) shows that the self-similar solution of the rest-mass density (or of the number
density if the fluid is ultrarelativistic) is proportional to that of the energy density divided by
the enthalpy density. As a result, hereafter we will consider only Eqs. (11.20)–(11.21) since
the expression for ρ can be obtained trivially once that for e is known. Furthermore, note that
these equations are invariant under the simultaneous transformations

ξ → −ξ and v → −v , (11.22)

so that it is necessary to solve them only in one of the half-planes ξ ∈ [0, ± 1] in order to
know the solution in the whole interval ξ ∈ [−1, 1].

Under generic conditions, the system of equations (11.19)–(11.21) does not have analytic
solutions and a numerical approach is therefore necessary to study the properties of these
equations. However, before illustrating the result of such numerical solutions, it is useful to
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Figure 4. Left: Reaction and Taub adiabats for a direct PT. The trajectory connecting the blue
dot with the green one is an example of a valid shock wave (connecting two points on the same Taub
adiabat), while the trajectory connecting the blue dot to the orange one (from the Taub adiabat to
the reaction one) is an example of valid reaction front with ‘ ”= 0. Further details are presented in
appendix C. Right: Same for the case of an inverse PT.

2.4 Hydrodynamical equations1

Up to this point, we have discussed the relations between thermodynamic quantities across2

discontinuities. In this section, our focus shifts to examining the di�erent types of solutions3

to the hydrodynamical equations and investigating their properties.4

The relativistic hydrodynamics equations have been shown to allow for self-similar5

solutions. A hydrodynamic solution is said self-similar when it can be described by only6

two quantities with independent dimensions apart from space and time. In such cases, all7

relevant physical quantities can be expressed as functions of a similarity variable, typically8

a combination of spatial and temporal coordinates.9

For large enough bubbles, when the solution reaches a terminal wall velocity, the fluid10

profile can be characterized by the self-similar variable › © r/t (for a comprehensive11

explanation, we refer to [80–82]). Notably, › possesses the dimension of a velocity but can12

be interpreted as a position as well. The velocity of the bubble wall, denoted as ›w, ranges13

between the center of the bubble (› æ 0) and the lightcone (› æ 1).14

Starting from the conservation of the energy-momentum tensor, projecting eq. (2.3)15

along and perpendicular to the flow, assuming spherical symmetry for the solutions and16

finally expressing the system of equations in terms of this self-similar variable, we obtain17

the following form18

(› ≠ v)
ˆ›e

w
= 2v

›
+ [1 ≠ “

2
v(› ≠ v)]ˆ›v , (Euler eq.)

(1 ≠ v›)
ˆ›p

w
= “

2(› ≠ v)ˆ›v . (continuity eq.) (2.24)

We emphasize that v denotes here the velocity of the fluid in the plasma frame (equivalently19

the center of the bubble frame), as opposed to v± defined in the frame of the wall.20
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Combining those equations leads to the well-known equation for the fluid velocity:1

2v

›
= “

2(1 ≠ v›)


µ
2
pæw

c2
s

≠ 1
�
ˆ›v, µpæw(›, v) = v ≠ ›

1 ≠ ›v
, (2.25)

where µpæw(›, v) is the Lorentz transformed fluid velocity, from the plasma to the wall2

frame. Two qualitatively di�erent types of solutions emerge from the analysis of the equation3

eq. (2.25): i) the rarefaction wave and ii) the compression wave.4

i) The rarefaction wave propagates from the head, moving at the largest velocity ›head to5

the tail, which moves at some smaller velocity ›tail < ›head. Consistency dictates that6

either ›tail = cs or ›head = cs. While this is not true for generic flows, the symmetries7

of an expanding bubble dictate that the flow is at rest at the bubble center and on the8

lightcone, meaning v(› = 0) = v(› = 1) = 0. By imposing these boundary conditions,9

we deduce from eq. (2.25) that for such solutions, ˆ›v > 0. Examining eq. (2.24) and10

focusing on the cases of interest for us, namely › ≠ v > 0 and ˆ›v > 0, we conclude that11

the rarefaction waves are also decompression waves, since ˆ›p > 0, as we travel from12

› = 1 to › = 0, i.e. toward the center of the bubble. Similar conclusions hold for the13

enthalpy w and the temperature T , which we will define, in terms of the wall velocity,14

at the end of this section.15

ii) On the other hand, compression waves accelerate the motion of the plasma toward the16

center of the bubble. The same reasoning as above indicates that the pressure, the17

temperature, and the enthalpy increase across the wave, as we travel toward the center18

of the bubble, i.e. from › = 1 to › = 0.19

Upon solving eq. (2.25) with the matching condition (2.5a), and obtaining the fluid velocity20

profile, we can subsequently compute the enthalpy profile21

w(›) = w(›0) exp
"Z v(›)

v(›0)

✓
1
c2

s
+ 1

◆
“

2(v)µ(›(v), v) dv

#
. (2.26)

From ˆ› ln T = “
2(v)µ(›, v)ˆ›v, we can also obtain the temperature profile that reads22

T (›) = T (›0) exp
"Z v(›)

v(›0)

“
2(v)µ(›(v), v) dv

#
, (2.27)

where ›0 refers to the interface location, both for shock and reaction fronts. Properly23

computing the profile across the wall of the di�erent thermodynamic quantities will be the24

subject of section 4.25

2.5 The types of solutions for direct PTs26

In the previous sections, we have gathered the necessary tools to solve the thermodynamic27

profiles of bubbles. We now apply these tools to various modes of expansion of cosmological28

bubbles. As we shall see, constructing the velocity and temperature profiles of physical phase29

transitions requires gluing together discontinuous fronts and continuous waves.30
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Direct bubble expansion

3.1 Detonations

A pictorial representation of a typical detonation is depicted in Fig. 3, right plot. The
corresponding velocity profile is as in Fig. 4, lower left plot. More precisely, in detonations
the phase transition wall moves at supersonic speed ωw (ωw > c+s ) hitting fluid that is at rest
in front of the wall. In the wall frame, the symmetric-phase fluid is moving into the wall at
v+ = ωw and entering the broken phase behind the wall where it slows down so that v→ < v+.
In the rest frame of the bubble center, the fluid velocity right after the wall passes jumps to
v(ωw) = µ(v+, v→) (the Lorentz transformation (28) from the frame of the wall to the rest
frame of the center of the bubble) and then slows down until it comes to a stop, at some
ω < ωw, forming a rarefaction wave behind the wall. From the previous discussion we know
that v will go to zero smoothly at ω = c→s .

deflagration
ξw < cs

ξw > cs ξw > cs

hybrid detonation

Figure 3: Pictorial representation of expanding bubbles of different types. The black circle is the
phase interface (bubble wall). In green we show the region of non-zero fluid velocity.

In order to obtain a consistent solution in the region c→s < ω < ωw, one needs 0 < ∂ξv <→
which, using eq. (27), requires µ(ω) > µ(ωw) ≥ c→s behind the wall. Consequently, detonation
solutions are confined to the lower right corner of fig. 2, as indicated. Boosting to the wall
frame this implies v→ ≥ c→s , since v→ = µ(ωw, v(ωw)). Therefore, detonations can be divided
into Jouguet detonations (v→ = c→s ) and weak detonations (v→ > c→s ); strong detonations
(v→ < c→s ) are not consistent solutions of the fluid equations, see fig. 1.2

Fig. 4 shows also the enthalpy profile (bottom right) for a detonation. Concerning this
profile, remember that the matching conditions across the wall give

wN = w+ = w→

(

1− ω2w
ωw

)(

v→
1− v2→

)

, (34)

where the subscript N denotes the plasma at the temperature of nucleation far in front of

2As c−
s

can be different from 1/
√
3 in the most general case, the forbidden region v

−
< c−

s
, shaded in

Fig. 1, will be shifted in those cases.

10
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Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30
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Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30
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Figure 6. Velocity profiles for detonations (left), hybrids (middle) and deflagrations (right). The
gray shaded region indicates the interior of the bubble.

of solution can be achieved by combining a Chapman-Jouguet deflagration with a rarefaction1

wave behind the wall, ensuring the fulfillment of boundary conditions. This configuration is2

termed hybrid solution (or supersonic deflagration [72]), which become stable when v≠ = cs.3

In the middle panel of figure 6, we present an example of such a hybrid composition.4

2.5.4 Evolving through the di�erent profiles5

When the discussing the various modes of bubble expansion, it is more physical to fix the6

strength of the phase transition, –N , and solve for all the other quantities in terms of it.7

Having fixed the strength there will be only one possible fluid profile for a given wall velocity.8

In figure 7, we present the evolution of v+ ans v≠ as a function of ›w. Since –N is not directly9

specified as an input parameter in the matching conditions, we conducted a scan over v+10

and v≠ to determine which combination gives the appropriate –N . Consequently, we also11

calculated –+/–N and the position of the shock wave, ›sh. The vertical gray lines indicate12

the speed of sound, cs, and the Jouguet velocity, which represents the velocity distinguishing13

the fastest hybrid solution from the slowest detonation. We will properly define the Jouguet14

velocity in section 3.3. In the right panel, we illustrate the scenario where for su�ciently15

large values of –N a solution with ›w within the gray band cannot be found. In other words,16

there cannot exist a (slow) deflagration compatible with such a (large) –N .17

Now that we have examined the relevant characteristics of the solutions for an expanding18

bubble during a direct phase transition and we have set all the necessary notation, we are19

ready, in the next section, to explore the second quadrant of figure 5, which describes the20

case of bubble expansion during an inverse phase transition.21

3 Inverse phase transitions22

After reviewing the hydrodynamic solutions of direct PTs, we now turn to our main interest,23

namely the inverse PTs. These occur from a phase with vanishing vacuum energy to another24

phase with (positive) vacuum energy. We will follow the same presentation as before and25

identify all the expansion modes of inverse PTs.26

3.1 Motivation and basics27

When the system finds itself in a minimum with zero vacuum energy, typically located away28

from the origin of the potential, it may still be advantageous to transition to a state with29

non-zero vacuum energy, albeit with more relativistic (light) degrees of freedom.30
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Figure 8. Velocity profiles for inverse detonations (left), inverse hybrids (middle) and inverse
deflagrations (right).

Types of discontinuities for cosmological inverse phase transitions
Inverse Detonations
(p+ < p≠, v+ > v≠)

Inverse Deflagrations
(p+ > p≠, v+ < v≠)

Weak v+ < cs, v≠ < cs v+ > cs, v≠ > cs

Chapman-Jouguet v+ = cs, v≠ < cs v+ = cs, v≠ > cs

Strong v+ > cs, v≠ < cs v+ < cs, v≠ > cs

Table 2. Types of discontinuity for the inverse phase transitions.

Following the same steps as before and eliminating the pressures and the r parameter in1

favor of –+ and v≠, we obtain the same relation between the velocities2

v+(v≠, –+) = 1
1 ≠ |–+|

✓
v≠
2 + 1

6v≠

◆
±

s✓
v≠
2 + 1

6v≠

◆2

+ –2
+

≠ 2
3 |–+| ≠ 1

3

�
, (3.2)

with the only di�erence that –+ is now negative. Notice that the limit –+ æ ≠1 is actually3

smooth. The isocontours with constant –+ are reported in the right panel of figure 3.4

3.2 The types of solutions for inverse PTs5

Similarly to the case of direct phase transitions, we expect that several types of fluid solutions6

can exist for inverse phase transitions. We found five di�erent possible expansion modes,7

analogously to the direct case, that we called: i) inverse detonations (weak and CJ), ii) inverse8

deflagrations (weak and CJ), and iii) inverse hybrids, displayed in the left, right, and middle9

panels, respectively, of figure 8. Our naming of inverse detonations and deflagrations relies10

on the mirror symmetry that can be drawn from figure 5.311

3.2.1 Inverse detonations12

The first possibility, in analogy with detonations, would be to build an inverse detonation by13

gluing a reaction front with ›w = v≠ < cs and a rarefaction wave going from v(›+
w ) to 0 at14

3
The distinguishing physical characteristic of detonations setting it apart from deflagrations, as stated

in [85], is that the fluid just behind the reaction front is in motion rather than the propagation exceeding the

speed of sound. The mirror symmetry flips this physical interpretation, as for instance for inverse detonations

the fluid will be in motion ahead of the reaction front.

– 16 –
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- Fluid is sucked in by the advancing bubble wall, or equiv. the bulk velocity is negative 
in the plasma frame
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E�ciency factor. The conservation of the energy momentum tensor from eq. (2.3) tells1

us how much of the initial energy is converted into bulk fluid motion. We are interested in2

such a quantity because the kinetic energy density of the fluid, given by3

flkin Ã v
2
“

2
w , (4.1)

controls the amplitude of the GW signal from the PT. It is useful to split the conservation4

of energy in the following way:5

›
3
w

3 ‘

|{z}
vacuum energy

+ 3
4

Z
wN ›

2
d›

| {z }
initial thermal energy

=
Z

“
2
v

2
w›

2
d›

| {z }
fluid motion

+ 3
4

Z
w›

2
d›

| {z }
final thermal energy

. (4.2)

The integration range in eq. (4.2) needs to include all the region of space where the fluid6

is perturbed (v ”= 0) for the conservation to hold. This is interpreted as the fact that the7

released vacuum energy and the initial thermal energy are converted into bulk fluid kinetic8

energy and thermal energy after nucleation. By defining9

flN © 3
4

Z
wN ›
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where fltot is the total energy before nucleation, i.e. the l.h.s. in eq. (4.2), and we have related11
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The fraction of the total energy going into thermal energy can then be directly estimated15

by 1 ≠ Ÿdirect.16

The numerical results for Ÿdirect are displayed in the left panel of figure 11, where we17

actually plot the combination Ÿdirect –N /(1 + –N ) for a better comparison with the inverse18

case. The solid black lines are the isocontours with the same –N , varying the wall velocity.19

We can note that the top right corner, where we have the fastest hybrid solutions, is the20

most e�cient in converting the released vacuum energy into kinetic energy, saturating almost21

to 1 for –N ∫ 1. The red dot-dashed line is the Jouguet velocity, defined in eq. (3.7), while22

the gray dashed line indicates the sound speed. It is worth noticing that not for every set23

of parameters a solution with a specific e�ciency can be found. This is represented by the24

red shaded region, where no solution is available. This behavior is similar to the right panel25

of figure 7, where the gray shaded region was signaling that no solution could be found26

for a certain choice of –N and ›w.27
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Z
1

0

✓
“

2 ≠ 1
4

◆
w ≠ 3

4wN

�
›

2
d› = ‘

3›
3

w . (4.6)

– 21 –

proofs JCAP_052P_0724

E�ciency factor. The conservation of the energy momentum tensor from eq. (2.3) tells1

us how much of the initial energy is converted into bulk fluid motion. We are interested in2

such a quantity because the kinetic energy density of the fluid, given by3
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controls the amplitude of the GW signal from the PT. It is useful to split the conservation4

of energy in the following way:5
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- From energy conservation it follows that

- Efficiency for converting vacuum energy into fluid motion:
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Energy budget (inverse)
- From energy conservation it follows that

- Efficiency for converting enthalpy into fluid motion:
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Figure 11. E�ciency factor for converting the energy budget into bulk fluid motion for direct PTs
(left) and in the inverse case (right). The red dashed line is the Jouguet velocity. The red shaded region
shows where no consistent solution with such a choice of wall velocity and e�ciency can be found.

4.2 Thermodynamic quantities for inverse PTs1

In this section, we aim to build the profiles for the thermodynamic quantities of interest for2

the inverse PTs. All the details are collected in appendix B and the profiles for the inverse3

transitions are presented in the bottom row of figure 10.4

E�ciency factor. For the inverse PTs, we start by considering the energy density before5

the nucleation event to be the one of radiation,6

fltot = eR = 3
4wN , (4.7)

where wN is the enthalpy of the + phase at the nucleation temperature. On the other hand,7

the kinetic energy density of the fluid is given by8

flkin Ã v
2
“

2
w . (4.8)

It is again instructive to split the conservation of energy. For the inverse PTs, we obtain9
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, (4.9)

where w.r.t. to the standard case we see that the total amount of energy at our disposal is the10

initial thermal energy that will be converted not only into kinetic and final thermal energy, but11

also into vacuum energy. Indeed, it is apparent from eq. (4.9) that inverse phase transitions12

are happening “against the vacuum” and would not be possible at zero temperature.13

In order to understand what are the appropriate boundaries of integration, we can14

consider the total enthalpy before nucleation inside a sphere that will contain all the space15

a�ected by the fluid perturbation after nucleation. This sphere has radius v̄ = Max(›w, cs),16

where for instance v̄ = cs for inverse detonations.17
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Then, it is possible to define the e�ciency Ÿinverse as the fraction of the critical energy1

inside this sphere that will go into bulk fluid motion:2
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In the way it is defined the e�ciency Ÿinverse is the parameter directly entering the fits for the3

GW signal.6 As before, we fix –N and solve for all the other variables. Our numerical results4

for Ÿinverse obtained in this way as a function of ›w and –N are displayed in the right panel of5

figure 11. The solid black lines are the isocontours with the same –N , varying the wall velocity.6

Similarly to the direct PT case, we note that the top right corner where we have the7

fastest inverse deflagrations is the most e�cient in converting the initial energy into kinetic8

energy, saturating to Ÿinverse ¥ 0.5 for –N & ≠1/3. For more negative values of –N , i.e.9

–N . ≠1/3, only inverse detonations are allowed and the e�ciency drops. This e�ect may10

also be understood in terms of energy conservation, as for large and negative –N a significant11

fraction of the energy budget is lost to the vacuum energy of the new phase and is not12

transferred into bulk kinetic energy of the fluid.13

The red dot-dashed line is the Jouguet velocity, defined implicitly in eq. (3.10), while the14

gray dashed line indicates ›w = cs. The limiting solid red curve separates physical solutions15

from forbidden ones, in shaded red. It is worth noticing that the region for which a consistent16

solution cannot be found is bigger than in the direct case. Indeed, increasing |–N | beyond17

|–N | ¥ 0.07, a window of forbidden solutions appears between the inverse detonation and18

inverse hybrid, as we can already observed on figure 9. This window induces the peculiar19

feature in the limiting red curve appearing at |–N | & 0.07. At the dip, in |–N | & 0.07 and20

›w = c
2
s, it merges with the Jouguet velocity (dashed red line). This merging is due to the21

fact that the slowest possible velocity for an hybrid is ›w = c
2
s, as explained in section 3.2.3.22

We have also checked numerically energy conservation from (4.9) for the inverse PT:23
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4.3 The GW signal from sound waves24

One of the main interesting features of cosmological phase transition is the copious gravi-25

tational wave signal induced [32–36]. For this reason, and in the context of several future26

GW experiments, it has become crucial to quantify the amplitude and the spectrum of GWs27

emitted during cosmological PTs. One of the strongest sources of GWs are the sound waves28

propagating in the plasma after the end of the transition [66–68], which are sourced by the29

kinetic energy deposited in the plasma.30

6
We could in principle also introduce another definition of the e�ciency, Ÿ̃inverse, which matches more

closely the expression for the direct case:

Ÿ̃inverse =
3

‘ v̄3

Z
›2d› w v2“2 , Ÿinverse = |–N |Ÿ̃inverse.
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Comparison of efficiencies
- Fraction of the critical energy density that goes into bulk fluid motion:
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Figure 11. E�ciency factor for converting the energy budget into bulk fluid motion for direct PTs
(left) and in the inverse case (right). The red dashed line is the Jouguet velocity. The red shaded region
shows where no consistent solution with such a choice of wall velocity and e�ciency can be found.

4.2 Thermodynamic quantities for inverse PTs1

In this section, we aim to build the profiles for the thermodynamic quantities of interest for2

the inverse PTs. All the details are collected in appendix B and the profiles for the inverse3

transitions are presented in the bottom row of figure 10.4

E�ciency factor. For the inverse PTs, we start by considering the energy density before5

the nucleation event to be the one of radiation,6

fltot = eR = 3
4wN , (4.7)

where wN is the enthalpy of the + phase at the nucleation temperature. On the other hand,7

the kinetic energy density of the fluid is given by8

flkin Ã v
2
“

2
w . (4.8)

It is again instructive to split the conservation of energy. For the inverse PTs, we obtain9
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, (4.9)

where w.r.t. to the standard case we see that the total amount of energy at our disposal is the10

initial thermal energy that will be converted not only into kinetic and final thermal energy, but11

also into vacuum energy. Indeed, it is apparent from eq. (4.9) that inverse phase transitions12

are happening “against the vacuum” and would not be possible at zero temperature.13

In order to understand what are the appropriate boundaries of integration, we can14

consider the total enthalpy before nucleation inside a sphere that will contain all the space15

a�ected by the fluid perturbation after nucleation. This sphere has radius v̄ = Max(›w, cs),16

where for instance v̄ = cs for inverse detonations.17
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• Reheating (e.g. inflaton decay)


• Heating by rarefaction waves


• Heating after neutron star mergers


• Supercooling along flat directions (pseudomodulus)

Possible realizations
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is broken everywhere on the pseudomoduli space and increases ↵, leading to observable

GW signals.

4.1 Warm up: The O’Raifeartaigh model at finite temperature

In the minimal O’Raifeartaigh model, the pseudo-modulus is stabilized at the origin by

quantum corrections. Since the R-symmetry is unbroken in the global minimum at T = 0,

one would expect that including finite temperature corrections will not induce any phase

transitions. Instead, the dynamics of the O’Raifeartaigh model at finite temperature

presents rich features that we discuss here in detail (see Refs. [89, 90] for earlier works

on related issues).

Having in mind applications to gauge mediated SUSY breaking, we consider the vector-

like version of the minimal O’Raifeartaigh model, which is described by the superpotential

W = �FX + �X�1�̃2 +m(�1�̃1 + �2�̃2) , (4.2)

encoding the interactions of the SUSY-breaking chiral superfield X and two vector-like

sets of messenger superfields �i, �̃i (i = 1, 2). The first term is a tadpole ensuring that

supersymmetry is broken at the scale
p
F , while the second term encodes interactions

among the fields with strength �. We take the masses of the two pairs of messengers

to be equal for simplicity. The superpotential above enjoys an unbroken R-symmetry

under which X carries R[X] = +2, as well as a U(1)D flavor symmetry under which the

messengers � and �̃ have opposite charges (see Fig. 4 right for a summary table with the

full charge assignment).

The potential for the scalar components of the chiral superfields is

V = |F � ��1�̃2|
2 + |�X�̃2 +m�̃1|

2 + |�X�1 +m�2|
2 + |m�1|

2 + |m�̃2|
2 , (4.3)

where X = xp
2
denotes the scalar component of the pseudomodulus in the notation of

Eq. (3.1). For �F  m2, the tree level vacuum of the theory is at �i = �̃i = 0 with x

undetermined, and SUSY is broken at a scale
p
F . Radiative corrections from loops of

the messenger fields � and �̃ generate a potential for x that stabilizes it at the origin, and

thus the global vacuum at zero temperature lies at �i = �̃i = 0 and hxi = 0. Note that

the one-loop corrections have the shape described in Sec. 3, being polynomial close to the

origin of the pseudomodulus potential and logarithmic for large field values. Expanding

for yF ⌘
�F
m2 ⇠ 1 we obtain

V 1-loop

x!0
'

�3F

16⇡2
(log 4� 1)x2

�
�4

384⇡2
(12 log 2� 7)x4 +O(x6) , (4.4)

V 1-loop

x!1 '
�2F 2

16⇡2
log

✓
x2

m2

◆
, (4.5)

where we have fixed the renormalization scale to the messenger mass m. The thermal

corrections to the x potential can be added with standard formulas that we review in the

Appendix A.
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3 Anatomy of the SUSY-breaking phase transition

In this section we describe the generic features of FOPT occurring in calculable SUSY-

breaking hidden sectors. First, we discuss how a large class of perturbative hidden sectors

can be encoded in the e↵ective field theory of the universal pseudomodulus, which is the
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of both SUSY and R-symmetry breaking can be embedded in a single chiral superfield X
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X =
x
p
2
e2ia/fa +

p
2✓G̃+ ✓2F , (3.1)

where the R-charges of the components are respectively R[x] = 2, R[G̃] = 1, R[F ] = 0. The

scalar component x (the universal pseudomodulus) tracks the breaking of the R-symmetry,
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Ve↵(x) = V0(x) + VT (x) , (3.2)

3In more general scenarios there could be multiple di↵erent field directions associated to SUSY-breaking

and R-symmetry breaking [15] or even multiple pseudo-flat directions from multiple sources of F -term

SUSY breaking [82].
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is broken everywhere on the pseudomoduli space and increases ↵, leading to observable
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denotes the scalar component of the pseudomodulus in the notation of

Eq. (3.1). For �F  m2, the tree level vacuum of the theory is at �i = �̃i = 0 with x

undetermined, and SUSY is broken at a scale
p
F . Radiative corrections from loops of

the messenger fields � and �̃ generate a potential for x that stabilizes it at the origin, and

thus the global vacuum at zero temperature lies at �i = �̃i = 0 and hxi = 0. Note that

the one-loop corrections have the shape described in Sec. 3, being polynomial close to the

origin of the pseudomodulus potential and logarithmic for large field values. Expanding
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where we have fixed the renormalization scale to the messenger mass m. The thermal

corrections to the x potential can be added with standard formulas that we review in the

Appendix A.
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Figure 4. Left: Behavior of the hidden sector spectrum in the simple O’Raifeartaigh model
as a function of the pseudomodulus direction x. The dashed dark red/blue line indicates the
fermionic eigenvalues growing/going to zero like x±2 (see Eq. (4.6)). The two pink and light blue

solid lines indicate the scalar mass states splitted in pairs around the fermionic ones. The dashed

light magenta line indicates the states that remain independent on x. The dashed peach line
shows T? for this particular benchmark, where the new vacuum induced by thermal corrections
becomes degenerate with the origin (see Eq. (4.7)). Right: Unbroken symmetries of the chiral
superfields in the O’Raifeartaigh model superpotential in Eq. (4.2). The model enjoys a U(1)R
symmetry and an extra U(1)D flavor symmetry. The first will be explicitly broken in the model in
Sec. 4.2 while the second one will be gauged in the model in Sec. 4.3.

The shape of the thermal corrections is set by the x dependence of the mass eigenvalues

for the scalar and fermionic components of the messengers. From (4.2) we can distinguish

two classes of mass-squared eigenvalues: i) the ones growing quadratically with x, and

ii) the ones decreasing as 1/x2 and asymptotically going to zero in the large-x region.

Specifically, the fermionic eigenvalues scale as

m2

± = m2 +
�2x2

4

 
1±

r
1 +

8m2

�2x2

!
=

(
m for x ! 0

⇠ x±2 for x ! 1
, (4.6)

and the bosonic eigenvalues are split in pairs around the fermionic ones, e.g. at the origin

the bosonic eigenvalues are {m2,m2,m2+�F,m2
��F}. The behavior of the full spectrum

as a function of x is shown in Figure 4 (right). We also observe that at large x, the spectrum

asymptotes to a supersymmetric one.

For low temperatures (i.e. T < m), the induced thermal corrections are a decreasing

function of x, since they are mainly controlled by the lightest eigenstates. These corrections

are mildly Boltzmann suppressed at large x and modify the pseudo-modulus potential

as soon as T 4
⇠

�2F 2

16⇡2 . For larger temperatures, the contribution from the other mass

eigenstates and in particular from the ones growing with x become relevant, and the thermal

potential is a growing function of x. Hence at temperatures T ⇠ m we expect the global

minimum to be at the origin of the field space. However, for intermediate temperatures

the thermal corrections can make the origin of the field space unstable, leading to a very

rich evolution of the potential with temperature.
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and the bosonic eigenvalues are split in pairs around the fermionic ones, e.g. at the origin

the bosonic eigenvalues are {m2,m2,m2+�F,m2
��F}. The behavior of the full spectrum

as a function of x is shown in Figure 4 (right). We also observe that at large x, the spectrum

asymptotes to a supersymmetric one.

For low temperatures (i.e. T < m), the induced thermal corrections are a decreasing

function of x, since they are mainly controlled by the lightest eigenstates. These corrections

are mildly Boltzmann suppressed at large x and modify the pseudo-modulus potential

as soon as T 4
⇠
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16⇡2 . For larger temperatures, the contribution from the other mass

eigenstates and in particular from the ones growing with x become relevant, and the thermal

potential is a growing function of x. Hence at temperatures T ⇠ m we expect the global

minimum to be at the origin of the field space. However, for intermediate temperatures

the thermal corrections can make the origin of the field space unstable, leading to a very

rich evolution of the potential with temperature.
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Hydrodynamics of R-symmetry breaking

• System controlled by the free energy  evaluated at 1-loop


• Solve the matching conditions without approximations in terms of  :


• Hydrodynamics controlled by the sign of a generalized pseudo-trace:

ℱ(T) = − p(T)

T±

2

modulus, the SUSY breaking sector contains four chiral
superfields ω1, ω̃1,ω2, ω̃2. The superpotential takes the
form

W = →FX + εXω1ω̃2 +m(ω1ω̃1 + ω2ω̃2) . (2)

The model preserves a global U(1) R→symmetry, which
typically accompanies dynamical SUSY breaking [91,
92], and under which X has charge two, R[X] = 2.
The vacuum expectation value (vev) of x is the order
parameter for spontaneous R-symmetry breaking, while
the additional scalar fields from ωi and ω̃i will have
vanishing vev in all phases. The tree–level vacuum energy
is V min

tree = |F |2 with x being a flat direction, indicating
that supersymmetry is broken irrespectively of ↑x↓ while
R-symmetry is preserved only at the origin, ↑x↓ = 0.

The pseudomodulus flat direction is however lifted at
the loop level, and the shape of the potential for x is
controlled by the mass spectrum of the theory. One can
see that this includes massive particles from the ωi and
ω̃i superfields, with the scalar eigenstates split in pairs
around the fermion ones, as well as massless fields from
the superfield X corresponding to the pseudomodulus, x,
the R–axion, a, and the goldstino, G̃. At one–loop, the
potential for x acquires a global minimum at the origin,
while remaining remarkably flat at large field values as a
reflection of the underlying SUSY.

Finite–temperature e!ects, on the other hand, break
SUSY explicitly and have a strong impact on the
pseudomodulus e!ective potential. The typical thermal
history of the minimal O’Raifeartaigh model considered
here is then as follows [62, 93, 94]: at very high
temperatures, T ↭

↔
F , the system has a single

vacuum state, ↑x↓ = 0, and R–symmetry is preserved.
At lower temperatures, a new local minimum of the
e!ective potential appears at relatively large field values,
↑x↓/

↔
F ↗ 1, which becomes the true vacuum of

the theory below a certain critical temperature, Tc.
This vacuum with broken R-symmetry will however
become metastable and eventually disappear at even
lower temperatures, given that the only minimum at zero
temperature is at ↑x↓ = 0.

Overall, the system undergoes two phase transitions,
namely (1) the breaking of the R–symmetry at high
temperatures and (2) its restoration at low temperatures,
which turn out to be first order and governed by a
thermal barrier. More details on the standard derivation
of the e!ective potential for x and the associated thermal
history can be found in Supp.Mat. I and references
therein [95–97], as well as in Ref. [62].

In this paper, we will focus on the first transition that
will take place in the expanding universe, namely the R–
symmetry breaking FOPT: ↑x = 0↓ ↘ ↑x ≃= 0↓. As it
turns out, this FOPT can actually proceed according to
either the direct or the inverse hydrodynamics (the latter
presented in Ref. [84, 85]) depending on the microscopic
coupling constant ε entering the superpotential in
Eq. (2), while the second R–symmetry restoring FOPT
will always be direct.

Thermodynamics and hydrodynamics of R–symmetry
breaking – In the early universe, FOPTs can be modelled
as the interplay between a scalar field ω, whose vacuum
expectation value represents the order parameter of the
transition, and the surrounding plasma which is often
well described by a relativistic fluid. The energy–
momentum tensor of the system consists then of those
two contributions, Tµω = Tµω

fluid + Tµω
ε , with

Tµω
ε = ϑµωϑωω→ gµω

(
1

2
(ϑω)2 → V (ω)

)
, (3a)

Tµω
fluid = (e+ p)uµuω → pgµω , (3b)

where uµ is the four-velocity of the fluid, e is the energy
density, p is the pressure and V (ω) is the scalar potential.
The pressure is related to the free energy as p = →F ,
while the energy and enthalpy density are given by

e = T
dp

dT
→ p , w = e+ p = T

dp

dT
. (4)

In any particle physics model that can be solved
(even if only approximately, e.g. in a loop expansion),
the free energy F can be obtained directly from the
e!ective potential at finite temperature, V0 + VT ⇐ F .
Consequently, the knowledge of the free energy of a
given theory allows us to compute all the thermodynamic
quantities of interest without introducing a simplified
Equation of State (EoS) for the fluid, such as for instance
the bag EoS and its generalizations.
The conservation of the energy–momentum tensor

across the phase boundary, ⇒µTµω = 0, gives the
following relations between the velocities, the energies
and the pressures [98]

v+v→ =
p+ → p→
e+ → e→

,
v+
v→

=
e→ + p+
e+ + p→

, (5)

where the subscript “±” denotes quantities in front
of/behind the phase boundary, so that for instance “→”
always represents the interior of the bubble.
We defined inverse PTs as transitions displaying

negative bulk velocities in the plasma frame: rather than
being pushed outward, the surrounding plasma is drawn
inward, e!ectively being aspirated into the expanding
bubble. Let us now provide a sharper characterization,
or criterion, of inverse hydrodynamics which extends
the intuitive one put forward in Ref. [84], according to
which inverse PTs are found when the transition proceeds
against the vacuum energy (namely, the T = 0 e!ective
potential for the order parameter). We find that a fully
general characterization of inverse hydrodynamics can
be obtained by defining a generalised pseudo-trace, ϖϑ,
which indicates the strength of the phase transition and
extends the definition within the bag EoS adopted in [84]
as well as the pseudo-trace, ϖϖ, introduced in [99],

ϖϑ ⇐ 4Dϱ

3w+(T+)
⇐

4
(
De(T+)→ ϱe

ϱp (T+, T→)Dp(T+)
)

3w+(T+)
,

(6)
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history can be found in Supp.Mat. I and references
therein [95–97], as well as in Ref. [62].

In this paper, we will focus on the first transition that
will take place in the expanding universe, namely the R–
symmetry breaking FOPT: ↑x = 0↓ ↘ ↑x ≃= 0↓. As it
turns out, this FOPT can actually proceed according to
either the direct or the inverse hydrodynamics (the latter
presented in Ref. [84, 85]) depending on the microscopic
coupling constant ε entering the superpotential in
Eq. (2), while the second R–symmetry restoring FOPT
will always be direct.

Thermodynamics and hydrodynamics of R–symmetry
breaking – In the early universe, FOPTs can be modelled
as the interplay between a scalar field ω, whose vacuum
expectation value represents the order parameter of the
transition, and the surrounding plasma which is often
well described by a relativistic fluid. The energy–
momentum tensor of the system consists then of those
two contributions, Tµω = Tµω

fluid + Tµω
ε , with

Tµω
ε = ϑµωϑωω→ gµω

(
1

2
(ϑω)2 → V (ω)

)
, (3a)

Tµω
fluid = (e+ p)uµuω → pgµω , (3b)

where uµ is the four-velocity of the fluid, e is the energy
density, p is the pressure and V (ω) is the scalar potential.
The pressure is related to the free energy as p = →F ,
while the energy and enthalpy density are given by

e = T
dp

dT
→ p , w = e+ p = T

dp

dT
. (4)

In any particle physics model that can be solved
(even if only approximately, e.g. in a loop expansion),
the free energy F can be obtained directly from the
e!ective potential at finite temperature, V0 + VT ⇐ F .
Consequently, the knowledge of the free energy of a
given theory allows us to compute all the thermodynamic
quantities of interest without introducing a simplified
Equation of State (EoS) for the fluid, such as for instance
the bag EoS and its generalizations.
The conservation of the energy–momentum tensor

across the phase boundary, ⇒µTµω = 0, gives the
following relations between the velocities, the energies
and the pressures [98]

v+v→ =
p+ → p→
e+ → e→

,
v+
v→

=
e→ + p+
e+ + p→

, (5)

where the subscript “±” denotes quantities in front
of/behind the phase boundary, so that for instance “→”
always represents the interior of the bubble.
We defined inverse PTs as transitions displaying

negative bulk velocities in the plasma frame: rather than
being pushed outward, the surrounding plasma is drawn
inward, e!ectively being aspirated into the expanding
bubble. Let us now provide a sharper characterization,
or criterion, of inverse hydrodynamics which extends
the intuitive one put forward in Ref. [84], according to
which inverse PTs are found when the transition proceeds
against the vacuum energy (namely, the T = 0 e!ective
potential for the order parameter). We find that a fully
general characterization of inverse hydrodynamics can
be obtained by defining a generalised pseudo-trace, ϖϑ,
which indicates the strength of the phase transition and
extends the definition within the bag EoS adopted in [84]
as well as the pseudo-trace, ϖϖ, introduced in [99],

ϖϑ ⇐ 4Dϱ

3w+(T+)
⇐

4
(
De(T+)→ ϱe

ϱp (T+, T→)Dp(T+)
)

3w+(T+)
,

(6)
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FIG. 1. Possible solutions to the fluid matching conditions
for (v→, v+) for the R–symmetry breaking FOPT under
consideration, plotting the relevant branches for di!erent
values of T+ between Tc and the temperature where the
barrier disappears. Dashed lines correspond to direct phase
transitions, while solid lines indicate inverse transitions, as
determined by the sign of ωω. The solid red line highlights
the relevant branch at Tnuc. The red-shaded area marks the
region of strong (inverse) detonations and strong (inverse)
deflagrations. In the bottom right corner, a zoomed-in view of
the hybrid solution region reveals an overlap between di!erent
branches (see AppendixB for more details).

where the D and ω are defined as Df = f+(T+)→f→(T+)
and ωf = f→(T+) → f→(T→). For given values of T±,
they can be related to v± via the matching conditions in
(5), then, inverse hydrodynamics takes place for εω < 0,
while the standard one is realised for εω > 0. In this
way, we discover that PTs proceeding against the vacuum
energy can nonetheless display direct hydrodynamics.

Notice that for relatively weak PTs with T+ ↑ T→,
ωe/ωp ↑ 1/c2s,→, with cs,→ being the speed of sound in the
broken phase, Eq. (6) reduces to εε as defined in Ref. [99].
In the special case of a strictly constant speed of sound,
one can refer to the template µϑ model as introduced in
Ref. [100] to capture deviations from the relativistic fluid
with c2s ↓= 1/3. In this case, our definition further reduces
to εε as derived within this template. Finally, when the
speed of sound is c2s = 1/3 as for a relativistic gas, this
definition reduces to ε+ as considered in Ref. [84].

One can show that FOPTs with εω = 0 represent the
limit of weak hydrodynamics, where !e = 0 and !p =
0, with !f = f+(T+) → f→(T→). By continuity, this is
supposed to separate inverse from direct FOPTs.

Let us now examine the possible hydrodynamics of the
R–symmetry breaking FOPT. The junction conditions
above can be solved numerically by referring to the
pressure and energy densities as evaluated directly from

the free energy within our particle physics model. The
allowed values for the (v→, v+) pairs are shown in Fig. 1
for a representative benchmark point. The matching
conditions in Eq. (5) are solved for v± in terms of the
temperatures ahead and behind the wall, T±. For
consistency, we restrict T+ to lie between Tc and the
temperature when the barrier disappears, as this is the
range for which the FOPT can actually take place. The
various v± trajectories in Fig. 1 are then shown together
with the corresponding temperature T+ according to the
colour code. Because of the consistency condition on
T+ and the properties of our system free energy, the
branches do not populate the entire v± ↔ (0, 1) parameter
space. The regions corresponding to inverse and direct
hydrodynamics, according to the sign of εω, are indicated
by solid and dashed lines, respectively. We find that
these regions remain neatly separated across the entire
(v→, v+) plane, except for a small overlap in the regime of
hybrid solutions (bottom-right corner). As a comparison,
a similar discussion of the inverse branches in the case
of the simplified (template) µϑ-model is provided in
Appendix A, where we find qualitative agreement with
the full numerical study of the SUSY model presented
here.

In the early universe, bubbles are e”ciently formed
when the nucleation rate catches up with the Hubble
expansion. This condition, presented in more detail
in Supp.Mat. II and Refs. [101–106], connects the onset
of the FOPT with a certain nucleation temperature,
Tnuc. If we then further specify the temperature of the
FOPT as Tnuc [107], we can select the bright red branch
as the relevant one for this specific benchmark point.
Notice that, as the matching conditions can not uniquely
determine the bubble wall velocity, the actual value of
v± cannot be pinned down by the hydrodynamics only,
and the full red branch can in principle be realised. On
the other hand, when taking the wall velocity as an
additional input, the fluid profile can be fully determined.
As we can see, the FOPT within this benchmark point
occurs in the inverse hydrodynamic regime.

In Fig. 2 we perform a scan over the model parameter
space, by fixing m/

↗
F = 2 and varying the coupling

constant ϖ. The red line indicates the nucleation
temperature, which always happens to be very close to
the temperature where the barrier actually disappears.
For ϖ ↭ 1.63, bubble nucleation occurs in the region
where the hydrodynamics will be the one based on the
(direct) detonation and deflagration types of solutions,
while for 1.63 ↭ ϖ ↭ 1.68 the hydrodynamics will
be inverse. We can also notice that the condition
of vanishing εω actually corresponds to the boundary
between direct and inverse regions, which are determined
independently by solving the fluid equations. As we can
see, the approximate condition in terms of the pseudo-
trace, εε = 0, reproduces this separation fairly well. This
can be traced back to the fact that the speed of sound is
not strongly temperature dependent in this model.

Inverse fluid solutions for R–symmetry breaking – The
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FIG. 1. Possible solutions to the fluid matching conditions
for (v→, v+) for the R–symmetry breaking FOPT under
consideration, plotting the relevant branches for di!erent
values of T+ between Tc and the temperature where the
barrier disappears. Dashed lines correspond to direct phase
transitions, while solid lines indicate inverse transitions, as
determined by the sign of ωω. The solid red line highlights
the relevant branch at Tnuc. The red-shaded area marks the
region of strong (inverse) detonations and strong (inverse)
deflagrations. In the bottom right corner, a zoomed-in view of
the hybrid solution region reveals an overlap between di!erent
branches (see AppendixB for more details).

where the D and ω are defined as Df = f+(T+)→f→(T+)
and ωf = f→(T+) → f→(T→). For given values of T±,
they can be related to v± via the matching conditions in
(5), then, inverse hydrodynamics takes place for εω < 0,
while the standard one is realised for εω > 0. In this
way, we discover that PTs proceeding against the vacuum
energy can nonetheless display direct hydrodynamics.

Notice that for relatively weak PTs with T+ ↑ T→,
ωe/ωp ↑ 1/c2s,→, with cs,→ being the speed of sound in the
broken phase, Eq. (6) reduces to εε as defined in Ref. [99].
In the special case of a strictly constant speed of sound,
one can refer to the template µϑ model as introduced in
Ref. [100] to capture deviations from the relativistic fluid
with c2s ↓= 1/3. In this case, our definition further reduces
to εε as derived within this template. Finally, when the
speed of sound is c2s = 1/3 as for a relativistic gas, this
definition reduces to ε+ as considered in Ref. [84].

One can show that FOPTs with εω = 0 represent the
limit of weak hydrodynamics, where !e = 0 and !p =
0, with !f = f+(T+) → f→(T→). By continuity, this is
supposed to separate inverse from direct FOPTs.

Let us now examine the possible hydrodynamics of the
R–symmetry breaking FOPT. The junction conditions
above can be solved numerically by referring to the
pressure and energy densities as evaluated directly from

the free energy within our particle physics model. The
allowed values for the (v→, v+) pairs are shown in Fig. 1
for a representative benchmark point. The matching
conditions in Eq. (5) are solved for v± in terms of the
temperatures ahead and behind the wall, T±. For
consistency, we restrict T+ to lie between Tc and the
temperature when the barrier disappears, as this is the
range for which the FOPT can actually take place. The
various v± trajectories in Fig. 1 are then shown together
with the corresponding temperature T+ according to the
colour code. Because of the consistency condition on
T+ and the properties of our system free energy, the
branches do not populate the entire v± ↔ (0, 1) parameter
space. The regions corresponding to inverse and direct
hydrodynamics, according to the sign of εω, are indicated
by solid and dashed lines, respectively. We find that
these regions remain neatly separated across the entire
(v→, v+) plane, except for a small overlap in the regime of
hybrid solutions (bottom-right corner). As a comparison,
a similar discussion of the inverse branches in the case
of the simplified (template) µϑ-model is provided in
Appendix A, where we find qualitative agreement with
the full numerical study of the SUSY model presented
here.

In the early universe, bubbles are e”ciently formed
when the nucleation rate catches up with the Hubble
expansion. This condition, presented in more detail
in Supp.Mat. II and Refs. [101–106], connects the onset
of the FOPT with a certain nucleation temperature,
Tnuc. If we then further specify the temperature of the
FOPT as Tnuc [107], we can select the bright red branch
as the relevant one for this specific benchmark point.
Notice that, as the matching conditions can not uniquely
determine the bubble wall velocity, the actual value of
v± cannot be pinned down by the hydrodynamics only,
and the full red branch can in principle be realised. On
the other hand, when taking the wall velocity as an
additional input, the fluid profile can be fully determined.
As we can see, the FOPT within this benchmark point
occurs in the inverse hydrodynamic regime.

In Fig. 2 we perform a scan over the model parameter
space, by fixing m/

↗
F = 2 and varying the coupling

constant ϖ. The red line indicates the nucleation
temperature, which always happens to be very close to
the temperature where the barrier actually disappears.
For ϖ ↭ 1.63, bubble nucleation occurs in the region
where the hydrodynamics will be the one based on the
(direct) detonation and deflagration types of solutions,
while for 1.63 ↭ ϖ ↭ 1.68 the hydrodynamics will
be inverse. We can also notice that the condition
of vanishing εω actually corresponds to the boundary
between direct and inverse regions, which are determined
independently by solving the fluid equations. As we can
see, the approximate condition in terms of the pseudo-
trace, εε = 0, reproduces this separation fairly well. This
can be traced back to the fact that the speed of sound is
not strongly temperature dependent in this model.

Inverse fluid solutions for R–symmetry breaking – The
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FIG. 1. Possible solutions to the fluid matching conditions
for (v→, v+) for the R–symmetry breaking FOPT under
consideration, plotting the relevant branches for di!erent
values of T+ between Tc and the temperature where the
barrier disappears. Dashed lines correspond to direct phase
transitions, while solid lines indicate inverse transitions, as
determined by the sign of ωω. The solid red line highlights
the relevant branch at Tnuc. The red-shaded area marks the
region of strong (inverse) detonations and strong (inverse)
deflagrations. In the bottom right corner, a zoomed-in view of
the hybrid solution region reveals an overlap between di!erent
branches (see AppendixB for more details).

where the D and ω are defined as Df = f+(T+)→f→(T+)
and ωf = f→(T+) → f→(T→). For given values of T±,
they can be related to v± via the matching conditions in
(5), then, inverse hydrodynamics takes place for εω < 0,
while the standard one is realised for εω > 0. In this
way, we discover that PTs proceeding against the vacuum
energy can nonetheless display direct hydrodynamics.

Notice that for relatively weak PTs with T+ ↑ T→,
ωe/ωp ↑ 1/c2s,→, with cs,→ being the speed of sound in the
broken phase, Eq. (6) reduces to εε as defined in Ref. [99].
In the special case of a strictly constant speed of sound,
one can refer to the template µϑ model as introduced in
Ref. [100] to capture deviations from the relativistic fluid
with c2s ↓= 1/3. In this case, our definition further reduces
to εε as derived within this template. Finally, when the
speed of sound is c2s = 1/3 as for a relativistic gas, this
definition reduces to ε+ as considered in Ref. [84].

One can show that FOPTs with εω = 0 represent the
limit of weak hydrodynamics, where !e = 0 and !p =
0, with !f = f+(T+) → f→(T→). By continuity, this is
supposed to separate inverse from direct FOPTs.

Let us now examine the possible hydrodynamics of the
R–symmetry breaking FOPT. The junction conditions
above can be solved numerically by referring to the
pressure and energy densities as evaluated directly from

the free energy within our particle physics model. The
allowed values for the (v→, v+) pairs are shown in Fig. 1
for a representative benchmark point. The matching
conditions in Eq. (5) are solved for v± in terms of the
temperatures ahead and behind the wall, T±. For
consistency, we restrict T+ to lie between Tc and the
temperature when the barrier disappears, as this is the
range for which the FOPT can actually take place. The
various v± trajectories in Fig. 1 are then shown together
with the corresponding temperature T+ according to the
colour code. Because of the consistency condition on
T+ and the properties of our system free energy, the
branches do not populate the entire v± ↔ (0, 1) parameter
space. The regions corresponding to inverse and direct
hydrodynamics, according to the sign of εω, are indicated
by solid and dashed lines, respectively. We find that
these regions remain neatly separated across the entire
(v→, v+) plane, except for a small overlap in the regime of
hybrid solutions (bottom-right corner). As a comparison,
a similar discussion of the inverse branches in the case
of the simplified (template) µϑ-model is provided in
Appendix A, where we find qualitative agreement with
the full numerical study of the SUSY model presented
here.

In the early universe, bubbles are e”ciently formed
when the nucleation rate catches up with the Hubble
expansion. This condition, presented in more detail
in Supp.Mat. II and Refs. [101–106], connects the onset
of the FOPT with a certain nucleation temperature,
Tnuc. If we then further specify the temperature of the
FOPT as Tnuc [107], we can select the bright red branch
as the relevant one for this specific benchmark point.
Notice that, as the matching conditions can not uniquely
determine the bubble wall velocity, the actual value of
v± cannot be pinned down by the hydrodynamics only,
and the full red branch can in principle be realised. On
the other hand, when taking the wall velocity as an
additional input, the fluid profile can be fully determined.
As we can see, the FOPT within this benchmark point
occurs in the inverse hydrodynamic regime.

In Fig. 2 we perform a scan over the model parameter
space, by fixing m/

↗
F = 2 and varying the coupling

constant ϖ. The red line indicates the nucleation
temperature, which always happens to be very close to
the temperature where the barrier actually disappears.
For ϖ ↭ 1.63, bubble nucleation occurs in the region
where the hydrodynamics will be the one based on the
(direct) detonation and deflagration types of solutions,
while for 1.63 ↭ ϖ ↭ 1.68 the hydrodynamics will
be inverse. We can also notice that the condition
of vanishing εω actually corresponds to the boundary
between direct and inverse regions, which are determined
independently by solving the fluid equations. As we can
see, the approximate condition in terms of the pseudo-
trace, εε = 0, reproduces this separation fairly well. This
can be traced back to the fact that the speed of sound is
not strongly temperature dependent in this model.

Inverse fluid solutions for R–symmetry breaking – The
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FIG. 1. Possible solutions to the fluid matching conditions
for (v→, v+) for the R–symmetry breaking FOPT under
consideration, plotting the relevant branches for di!erent
values of T+ between Tc and the temperature where the
barrier disappears. Dashed lines correspond to direct phase
transitions, while solid lines indicate inverse transitions, as
determined by the sign of ωω. The solid red line highlights
the relevant branch at Tnuc. The red-shaded area marks the
region of strong (inverse) detonations and strong (inverse)
deflagrations. In the bottom right corner, a zoomed-in view of
the hybrid solution region reveals an overlap between di!erent
branches (see AppendixB for more details).

where the D and ω are defined as Df = f+(T+)→f→(T+)
and ωf = f→(T+) → f→(T→). For given values of T±,
they can be related to v± via the matching conditions in
(5), then, inverse hydrodynamics takes place for εω < 0,
while the standard one is realised for εω > 0. In this
way, we discover that PTs proceeding against the vacuum
energy can nonetheless display direct hydrodynamics.

Notice that for relatively weak PTs with T+ ↑ T→,
ωe/ωp ↑ 1/c2s,→, with cs,→ being the speed of sound in the
broken phase, Eq. (6) reduces to εε as defined in Ref. [99].
In the special case of a strictly constant speed of sound,
one can refer to the template µϑ model as introduced in
Ref. [100] to capture deviations from the relativistic fluid
with c2s ↓= 1/3. In this case, our definition further reduces
to εε as derived within this template. Finally, when the
speed of sound is c2s = 1/3 as for a relativistic gas, this
definition reduces to ε+ as considered in Ref. [84].

One can show that FOPTs with εω = 0 represent the
limit of weak hydrodynamics, where !e = 0 and !p =
0, with !f = f+(T+) → f→(T→). By continuity, this is
supposed to separate inverse from direct FOPTs.

Let us now examine the possible hydrodynamics of the
R–symmetry breaking FOPT. The junction conditions
above can be solved numerically by referring to the
pressure and energy densities as evaluated directly from

the free energy within our particle physics model. The
allowed values for the (v→, v+) pairs are shown in Fig. 1
for a representative benchmark point. The matching
conditions in Eq. (5) are solved for v± in terms of the
temperatures ahead and behind the wall, T±. For
consistency, we restrict T+ to lie between Tc and the
temperature when the barrier disappears, as this is the
range for which the FOPT can actually take place. The
various v± trajectories in Fig. 1 are then shown together
with the corresponding temperature T+ according to the
colour code. Because of the consistency condition on
T+ and the properties of our system free energy, the
branches do not populate the entire v± ↔ (0, 1) parameter
space. The regions corresponding to inverse and direct
hydrodynamics, according to the sign of εω, are indicated
by solid and dashed lines, respectively. We find that
these regions remain neatly separated across the entire
(v→, v+) plane, except for a small overlap in the regime of
hybrid solutions (bottom-right corner). As a comparison,
a similar discussion of the inverse branches in the case
of the simplified (template) µϑ-model is provided in
Appendix A, where we find qualitative agreement with
the full numerical study of the SUSY model presented
here.

In the early universe, bubbles are e”ciently formed
when the nucleation rate catches up with the Hubble
expansion. This condition, presented in more detail
in Supp.Mat. II and Refs. [101–106], connects the onset
of the FOPT with a certain nucleation temperature,
Tnuc. If we then further specify the temperature of the
FOPT as Tnuc [107], we can select the bright red branch
as the relevant one for this specific benchmark point.
Notice that, as the matching conditions can not uniquely
determine the bubble wall velocity, the actual value of
v± cannot be pinned down by the hydrodynamics only,
and the full red branch can in principle be realised. On
the other hand, when taking the wall velocity as an
additional input, the fluid profile can be fully determined.
As we can see, the FOPT within this benchmark point
occurs in the inverse hydrodynamic regime.

In Fig. 2 we perform a scan over the model parameter
space, by fixing m/

↗
F = 2 and varying the coupling

constant ϖ. The red line indicates the nucleation
temperature, which always happens to be very close to
the temperature where the barrier actually disappears.
For ϖ ↭ 1.63, bubble nucleation occurs in the region
where the hydrodynamics will be the one based on the
(direct) detonation and deflagration types of solutions,
while for 1.63 ↭ ϖ ↭ 1.68 the hydrodynamics will
be inverse. We can also notice that the condition
of vanishing εω actually corresponds to the boundary
between direct and inverse regions, which are determined
independently by solving the fluid equations. As we can
see, the approximate condition in terms of the pseudo-
trace, εε = 0, reproduces this separation fairly well. This
can be traced back to the fact that the speed of sound is
not strongly temperature dependent in this model.

Inverse fluid solutions for R–symmetry breaking – The
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FIG. 1. Possible solutions to the fluid matching conditions
for (v→, v+) for the R–symmetry breaking FOPT under
consideration, plotting the relevant branches for di!erent
values of T+ between Tc and the temperature where the
barrier disappears. Dashed lines correspond to direct phase
transitions, while solid lines indicate inverse transitions, as
determined by the sign of ωω. The solid red line highlights
the relevant branch at Tnuc. The red-shaded area marks the
region of strong (inverse) detonations and strong (inverse)
deflagrations. In the bottom right corner, a zoomed-in view of
the hybrid solution region reveals an overlap between di!erent
branches (see AppendixB for more details).

where the D and ω are defined as Df = f+(T+)→f→(T+)
and ωf = f→(T+) → f→(T→). For given values of T±,
they can be related to v± via the matching conditions in
(5), then, inverse hydrodynamics takes place for εω < 0,
while the standard one is realised for εω > 0. In this
way, we discover that PTs proceeding against the vacuum
energy can nonetheless display direct hydrodynamics.

Notice that for relatively weak PTs with T+ ↑ T→,
ωe/ωp ↑ 1/c2s,→, with cs,→ being the speed of sound in the
broken phase, Eq. (6) reduces to εε as defined in Ref. [99].
In the special case of a strictly constant speed of sound,
one can refer to the template µϑ model as introduced in
Ref. [100] to capture deviations from the relativistic fluid
with c2s ↓= 1/3. In this case, our definition further reduces
to εε as derived within this template. Finally, when the
speed of sound is c2s = 1/3 as for a relativistic gas, this
definition reduces to ε+ as considered in Ref. [84].

One can show that FOPTs with εω = 0 represent the
limit of weak hydrodynamics, where !e = 0 and !p =
0, with !f = f+(T+) → f→(T→). By continuity, this is
supposed to separate inverse from direct FOPTs.

Let us now examine the possible hydrodynamics of the
R–symmetry breaking FOPT. The junction conditions
above can be solved numerically by referring to the
pressure and energy densities as evaluated directly from

the free energy within our particle physics model. The
allowed values for the (v→, v+) pairs are shown in Fig. 1
for a representative benchmark point. The matching
conditions in Eq. (5) are solved for v± in terms of the
temperatures ahead and behind the wall, T±. For
consistency, we restrict T+ to lie between Tc and the
temperature when the barrier disappears, as this is the
range for which the FOPT can actually take place. The
various v± trajectories in Fig. 1 are then shown together
with the corresponding temperature T+ according to the
colour code. Because of the consistency condition on
T+ and the properties of our system free energy, the
branches do not populate the entire v± ↔ (0, 1) parameter
space. The regions corresponding to inverse and direct
hydrodynamics, according to the sign of εω, are indicated
by solid and dashed lines, respectively. We find that
these regions remain neatly separated across the entire
(v→, v+) plane, except for a small overlap in the regime of
hybrid solutions (bottom-right corner). As a comparison,
a similar discussion of the inverse branches in the case
of the simplified (template) µϑ-model is provided in
Appendix A, where we find qualitative agreement with
the full numerical study of the SUSY model presented
here.

In the early universe, bubbles are e”ciently formed
when the nucleation rate catches up with the Hubble
expansion. This condition, presented in more detail
in Supp.Mat. II and Refs. [101–106], connects the onset
of the FOPT with a certain nucleation temperature,
Tnuc. If we then further specify the temperature of the
FOPT as Tnuc [107], we can select the bright red branch
as the relevant one for this specific benchmark point.
Notice that, as the matching conditions can not uniquely
determine the bubble wall velocity, the actual value of
v± cannot be pinned down by the hydrodynamics only,
and the full red branch can in principle be realised. On
the other hand, when taking the wall velocity as an
additional input, the fluid profile can be fully determined.
As we can see, the FOPT within this benchmark point
occurs in the inverse hydrodynamic regime.

In Fig. 2 we perform a scan over the model parameter
space, by fixing m/

↗
F = 2 and varying the coupling

constant ϖ. The red line indicates the nucleation
temperature, which always happens to be very close to
the temperature where the barrier actually disappears.
For ϖ ↭ 1.63, bubble nucleation occurs in the region
where the hydrodynamics will be the one based on the
(direct) detonation and deflagration types of solutions,
while for 1.63 ↭ ϖ ↭ 1.68 the hydrodynamics will
be inverse. We can also notice that the condition
of vanishing εω actually corresponds to the boundary
between direct and inverse regions, which are determined
independently by solving the fluid equations. As we can
see, the approximate condition in terms of the pseudo-
trace, εε = 0, reproduces this separation fairly well. This
can be traced back to the fact that the speed of sound is
not strongly temperature dependent in this model.

Inverse fluid solutions for R–symmetry breaking – The

- Fix particle physics parameters


- As a function of  different  
regions are populated


- Evaluation of the nucleation rate selects 
the right temperature and right branch


- Sign of  controls the “inverseness” 


- Given the wall velocity, hydro is fully 
specified

T+ (v−, v+)

αϑ
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FIG. 3. Fluid velocity profiles for inverse phase transitions in the plasma frame, derived from the full free energy. Due to
their inverse nature, the velocity is always non-positive. Shown (left to right) are inverse detonation, hybrid, and deflagration
transitions. See main text and Appendix B for details.

Conclusion and outlook – We presented a simple SUSY
breaking model displaying a window of inverse FOPTs
during the spontaneous breaking of the R–symmetry.
This represents the first explicit example of a BSM model
leading to an inverse FOPT in a cooling cosmology, as
well as a proof of principle for the relevance of this
dynamics in the early universe. We find that the sign
of the generalised pseudo-trace, ωω in Eq.(6), determines
the inverseness of the transition. As a comparison, we
also show that the sign of the pseudo-trace introduced in
Ref. [99] o!ers a fair estimate for the type of the FOPT
as well. Our study motivates a broader investigation of
inverse FOPTs in explicit BSM models: this includes
establishing a deeper connection between the inverseness
of a FOPT and its fundamental properties/symmetries,
exemplified here within a model of spontaneous SUSY
breaking, as well as identifying possible non–SUSY
realisations of this dynamics. Finally, FOPTs are
powerful sources of gravitational waves that can be
detected at current and forthcoming GW observatories.

This work provides motivation to characterize the GW
spectrum related to inverse FOPTs, and to determine
to which extent this can be distinguished from the one
arising during direct FOPTs.
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Strength of inverse transitions

• Upper bound on the pseudotrace in terms of the change in the effective 
number of relativistic degrees of freedom in the two phases:

4

FIG. 2. The nucleation temperature (red line) is obtained as
a function of ω by numerically solving the condition S3/T =
140, which corresponds to setting

→
F ↑ TeV for concreteness

(see Suppl.Mat. II). The blue-shaded (white) region indicates
the occurrence of the inverse (direct) FOPTs, whose boundary
is shown according to the criteria Dε = 0 and Dϑ = 0. For
this figure we fixed m/

→
F = 2.

hydrodynamics of inverse PTs was presented for the
first time in Ref. [84, 85] (see also [108]): there exist
five di!erent possible expansion modes with negative
bulk velocities: i) inverse detonations (weak and
Chapman-Jouguet (CJ)), ii) inverse deflagrations (weak
and CJ), and iii) inverse hybrids. This classification
of hydrodynamic solutions was obtained within the
(simplified) bag EoS. We have checked that this picture
remains qualitatively the same also when considering
the full form of the free energy (or e!ective potential)
as evaluated explicitly for the SUSY model under
consideration. In practice, we find only some quantitative
di!erences related to the actual value of the speed of
sound, which generally di!ers from c2s = 1/3, and to
the (mild) temperature dependence of c2s, which requires
solving the coupled system of fluid equations for the
pressure and the energy density as discussed in Appendix
(B). Explicit profiles obtained by solving numerically
the fluid equations for the benchmark point with ω =
1.67 and m/

→
F = 2 are shown in detail in Fig. 3

by appropriately choosing three di!erent bubble wall
velocities for the classes of inverse detonations, inverse
hybrids, and inverse deflagrations.

Let us also mention that there is in principle the
possibility that the bubble wall never reaches any of the
steady states presented above, and keeps accelerating
until bubbles collide, namely it runs away. Employing
the line of reasoning presented in Ref. [84], we find
that the bubble never runs away in the model under
consideration, and always reaches one of the steady states
(see Supp.Mat. III and Refs. [109–111] for a derivation).
Our hydrodynamic analysis however cannot determine
which one of them, as mentioned above.

Coupling to the SM thermal bath – In the early
universe, the SUSY breaking sector considered here

is generally accompanied by additional spectator
fields [112] that are in thermal equilibrium with the SUSY
breaking sector and constitute a radiation bath. To
assess the impact of these additional degrees of freedom,
we redefine the energy and pressure as

p(T ) ↑ p(T ) + c̃2ãT 4, e(T ) ↑ e(T ) + 3c̃2ãT 4 , (7)

where c̃2 = 1/3, and ã controls the number of the
relativistic spectator degrees of freedom (dofs), which
is expected to be ã ↓ 70 considering a supersymmetric
extension of the Standard Model.
The presence of these fields will mostly influence the

strength of the FOPT. In the limit ã ↔ 1, one has
εp/εe ↗ 1/3 as expected for a gas of relativistic particles,
and the generalised pseudo-trace in this limit becomes

ϑω ↗ 4(De↘ 3Dp)

3w+(T+)

1

1 + x
, x =

4c̃2ãT 4
+

w+(T+)
. (8)

Thus, to a good approximation, the strength of the phase
transition exhibits an inverse scaling with ã, aligning with
physical intuition. From explicit calculations, we find
that the pseudo-trace and generalised pseudo-trace are
always very close to each other in the parameter space
of interest, and that the asymptotic behaviour in Eq. (8)
is well established for ã ↭ 50 leading to typical values of
ϑω ↫ 10→2, while in the absence of spectator fields one
would have ϑω ↫ 10→1.
In this regard, let us notice that there is in fact

a fundamental di!erence between the strength of a
standard (direct) FOPT and the case of an inverse
FOPT. By referring to the definition of ϑω in Eq. (6),
we can see that the part containing Dp(T+) will always
contribute with a positive sign. This follows from the
fact that the broken phase will necessarily have a larger
pressure than the symmetric phase for the FOPT to
take place and that εe/εp ↗ 1/c2s is a positive quantity.
Therefore, considering the case of negative ϑω, we can
derive the following inequality:

3

4
|ϑω| <

ϖ→(T+)↘ ϖ+(T+)

ϖ+(T+)
=

”ae!(T+)

ae!,+(T+)
, (9)

where ae!,+(T+) indicates the e!ective number of
relativistic dofs in the symmetric phase at the
temperature T+, according to the parametrization
3ϖ(T )/4T 4 ≃ ae!(T ), and ”ae!(T+) is the change in
dofs in the broken phase at the same temperature.
This relation shows that an inverse FOPT can be
strong only when it involves a significant change in dofs
between the two phases. This is a structural property
of the vacua of the theory under consideration, and it
should be contrasted with the case of standard FOPTs
whose strength is mostly controlled by the amount of
supercooling that can be achieved in the expanding
universe. In particular, Eq. (9) indicates that an inverse
FOPT is not necessarily stronger when it becomes more
supercooled.

αϑ < 0 :

αϑ > 0 :

|ω| ↭ !g

3(gspec +!g)
, (11)

(Notice that a = ε2/30 g→). As we can see, the inverse PT can be strong
only if it involves a O(1) in the relativistic dofs, namely if there are little
spectator dofs.

For the PT of our benchmark with ϑ = 1.67, we have !g → 0.6. If there
are gspec → 200 spectator dofs, one gets |ω| ↭ 10↑3.

In order to make the phase transition stronger, say |ω| → 0.1, one could
consider a pseudo modulus PT that happens when the SM bath has not been
reheated, so that gspec can be small. Alternatively, one may look for other
PTs showing this special behavior of the free energy (perhaps in models of
symmetry non restoration) that involve a large change in the e”ective degrees
of freedom.

Compare with:

ωω →
!ϖ

ae! ,+T
4
+

(12)

2.3 Changes to the equation of state

The ϱ–model defined in Ref. [3] represents a very simple scenario where the
PT can actually be inverse during the cooling of the Universe. This minimal
modification of the enthalpy, ς → T ε with ϱ not necessarily ϱ = 4, actually
allows to study inverse phase transitions with negative ω in a consistent
framework where the T = 0 and T = ↑ vacuum are the same. The authors
of [3] however decided to not look into this.

This would be a hydrodynamical follow up of [2] that takes into account
deviations from the bag equation of state which make the thermal history
consistent with an inverse PT while cooling.

Most models may not show large deviations from the bag eos so that ϱ ↓ 4
in both phases. This is the case for instance if there are many spectator dofs
providing a relativistic thermal bath with c2s ↓ 1/3 in both phases. However,
going in the limit of few spectator dofs (and thus stronger inverse PTs)
could actually require to modify the bag eos, and the ϱ model is the primary
candidate to treat this consistently.
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Figure 10. Top: Enthalpy, pressure, energy and temperature profiles across the bubble wall for
detonations (left), hybrids (middle), and deflagrations (right). These correspond to the velocity
profiles shown in figure 6. The enthalpy and the temperature are normalised to wN and TN . For the
temperature profiles, we have chosen a+/a≠ = 1.5. Bottom: Same as in the top row but for inverse
PTs, for solutions corresponding to the profiles in figure 8. For the temperature profiles, we have
chosen a+/a≠ = 0.8.

of inverse phase transitions. Here we observe a gap of velocities between inverse detonations1

and inverse hybrids that cannot be realized for a given value of –N . The gap widens as |–N |2

increases, and for –N < ≠1/3 the forbidden region extends to all the inverse hybrids and3

inverse deflagrations, leaving the inverse detonations as the only possible solutions.4

4 Energy budget of phase transitions5

In this section, we examine the energy budget of inverse PTs. We begin by reviewing the6

direct PT case, and calculating the enthalpy and other thermodynamic quantities for the7

various solutions. We then compute the e�ciency factor, which quantifies how much of the8

available energy is converted into bulk fluid motion, thereby contributing to the production9

of gravitational waves (GWs). Finally, we will present a similar analysis for inverse PTs10

and highlight the main di�erences.11

4.1 Thermodynamic quantities for direct PTs12

As discussed already in section 2, once the fluid velocity profile is known it is possible13

to build the corresponding enthalpy and the temperature profiles. As these profiles are14

discontinuous at the wall and at the position of the shock, we need to use the junction15

condition in (2.5a) to provide a full characterization. We consider the three types of solutions16

for the fluid and collect all the necessary results in appendix B. The resulting profiles are17

shown in the top row of figure 10.18

– 20 –
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Figure 8. Velocity profiles for inverse detonations (left), inverse hybrids (middle) and inverse
deflagrations (right).

Types of discontinuities for cosmological inverse phase transitions
Inverse Detonations
(p+ < p≠, v+ > v≠)

Inverse Deflagrations
(p+ > p≠, v+ < v≠)

Weak v+ < cs, v≠ < cs v+ > cs, v≠ > cs

Chapman-Jouguet v+ = cs, v≠ < cs v+ = cs, v≠ > cs

Strong v+ > cs, v≠ < cs v+ < cs, v≠ > cs

Table 2. Types of discontinuity for the inverse phase transitions.

Following the same steps as before and eliminating the pressures and the r parameter in1

favor of –+ and v≠, we obtain the same relation between the velocities2

v+(v≠, –+) = 1
1 ≠ |–+|

✓
v≠
2 + 1

6v≠

◆
±

s✓
v≠
2 + 1

6v≠

◆2

+ –2
+

≠ 2
3 |–+| ≠ 1

3

�
, (3.2)

with the only di�erence that –+ is now negative. Notice that the limit –+ æ ≠1 is actually3

smooth. The isocontours with constant –+ are reported in the right panel of figure 3.4

3.2 The types of solutions for inverse PTs5

Similarly to the case of direct phase transitions, we expect that several types of fluid solutions6

can exist for inverse phase transitions. We found five di�erent possible expansion modes,7

analogously to the direct case, that we called: i) inverse detonations (weak and CJ), ii) inverse8

deflagrations (weak and CJ), and iii) inverse hybrids, displayed in the left, right, and middle9

panels, respectively, of figure 8. Our naming of inverse detonations and deflagrations relies10

on the mirror symmetry that can be drawn from figure 5.311

3.2.1 Inverse detonations12

The first possibility, in analogy with detonations, would be to build an inverse detonation by13

gluing a reaction front with ›w = v≠ < cs and a rarefaction wave going from v(›+
w ) to 0 at14

3
The distinguishing physical characteristic of detonations setting it apart from deflagrations, as stated

in [85], is that the fluid just behind the reaction front is in motion rather than the propagation exceeding the

speed of sound. The mirror symmetry flips this physical interpretation, as for instance for inverse detonations

the fluid will be in motion ahead of the reaction front.

– 16 –

1.4 On the entropy of the supersonic anti–deflagration

We see that there are solutions where inside the � phase a shock develops
such that

v+v� =
1

3
, (32)

where these velocities are in the frame of the shock. Given that the shock is
right–moving, cs > ⇠sh > 0, the shocked fluid is the left most indicated by
�. In the frame of the shock the fluid enters the shock from the right, in
what we call the + region (this is the opposite of usual deflagrations where
the fluid enters the shock from the left).

Since the fluid is at rest in the � phase we simply have v� = ⇠sh. Now
since our shock is subsonic it follows that v+ > v�, which is in fact one of
the conditions for the shock to be physical according to Rezzolla.

One should check that all the conditions are met:

• entropy must increase across the shock, so s+v+�+ < s�v���. Actually
Eq. 4.124 of Rezzolla says that only s� > s+, so he’s not using the
current??

• enthalpy must increase

• pressure must increase

• rest mass density must increase

• flow is supersonic ahead of the shock and subsonic behind it: this is
verified for us, as v� = ⇠sh < cs and v+ is supersonic.

For the entropy, we can use that since the dofs are the same on both sides
of the shock, in the simplest bag eos one has

s =
!

T
/ !3/4. (33)

In addition the matching conditions impose

!+

!�
=

v��
2
�

v+�
2
+

< 1. (34)

This already shows that the enthalpy increases.
So we have

s� > s+ ) (!�)
3/4 > (!+)

3/4 (35)

5

Condition for the shock:

proofs JCAP_052P_0724

Figure 2. Pictorial representation of a discontinuity interface in the wall frame. The fluid ahead of
the discontinuity, (+), is coming towards the wall in the region behind, (≠). For direct PT (+) is
(generically) the symmetric phase, while (≠) is the broken one.

explicit, w+ = ws(T+), w≠ = wb(T≠) (and similarly for p±), where the label “s/b” denotes1

the symmetric/broken phase, see figure 2. Upon rearranging the junction conditions, we2

arrive at the familiar relations between the velocities, the energies and the pressures,3

v+v≠ = p+ ≠ p≠
e+ ≠ e≠

,
v+

v≠
= e≠ + p+

e+ + p≠
. (2.6)

We remind that the velocities v± have to be understood in the front frame (the frame where4

the discontinuity is at rest). To advance and determine the solutions for the system of5

hydrodynamical equations, we must assume a specific equation of state (EoS) for the plasma.6

This EoS will represent a function that relates various thermodynamic quantities.7

2.2 Introducing an Equation of State8

To make further progress, we need to introduce an Equation of State (EoS), which for9

simplicity we take to be the bag EoS:10

e+(T ) = a+T
4 + ‘+, p+(T ) = 1

3a+T
4 ≠ ‘+,

e≠(T ) = a≠T
4 + ‘≠, p≠(T ) = 1

3a≠T
4 ≠ ‘≠, (2.7)

where a± and ‘± are constants and we used the convention ‘+ ≠ ‘≠ © �V . Here, a± describes11

the di�erent light degrees of freedom across the wall, and T± the di�erent temperatures. One12

can explicitly compute the expression of the dof in the high-temperature limit, where they13

can be read from the thermal corrections to the e�ective potential:14

a± = fi
2

30
X

i=light dof


g

B
i + 7

8g
F
i

�
, (2.8)

where B(F ) stands for boson (fermion). From the EoS, it is easy to see that the relations15

in eq. (2.6) become16

v+v≠ = 1 ≠ (1 ≠ 3–+)r
3 ≠ 3(1 + –+)r ,

v+

v≠
= 3 + (1 ≠ 3–+)r

1 + 3(1 + –+)r , (2.9)

– 5 –

- Enthalpy must increase

- Pressure must increase

- Flow is supersonic ahead of the shock 
and subsonic behind
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Figure 8: v+ vs v− for c− > c+. The horizontal and vertical grey lines indicate the values
v± = c±.

Although ε± is the energy density of false vacuum, the interpretation of ∆ε as the
vacuum energy that is released in the phase transition is far from clear, as well as that
of a+T

ν+
+ as radiation or thermal energy. Thus, a more physical variable, rather than

α+, would be the ratio of physical quantities L/w+. Eq. (52) shows that α+ depends
separately on L/w+ and the amount of supercooling Tc/T+ (in contrast, for case A we
have α+ ∝ L/w+). We define the parameter

L̄ ≡
L

w+(Tc)
=

L

(1 + c2+)a+T
ν+
c

. (54)

In terms of physical quantities, the weak limit α+ = αw is obtained for

1−
[

Tw

Tc

]ν+

=
c2−(1 + c2+)

c2− − c2+
L̄, (55)

which implies Tw < Tc. This means that the dotted curves in Fig. 8 will be obtained
not only in the limit L = 0, but also with L > 0 for a certain amount of supercooling.
Thus, for case B2 the strength of hydrodynamics decreases as the supercooling increases.
This is because the second critical temperature T ′

c is approached. As a consequence, the
hydrodynamics may become rather strange (in comparison to the more familiar behavior
of case A) near the limiting value α+ = αw. Notice, in particular, that for deflagrations
we may have v+ > c+, which never occurs in case A. Although it would be interesting to
study the hydrodynamics for T+ close to Tw, we will now argue that it is unlikely that a
physical system would actually reach such a situation.

Supercooling occurs because there is a barrier between the minima φ± of the free
energy F(φ, T ). It is important to remark that our phenomenological model only describes
the thermodynamical quantities at the minima and does not have information on the
barrier separating them. Nevertheless, we may guess some information on the possible

23

of the phase transition properly and the fits to the e�ciency coe�cient in the bag
model [29] apply. Analogously to the last section, we find the chain of inequalities

↵p <
4↵✓̄

1 + 1/c2s
< ↵✓ < ↵e . (37)

In the remainder of the paper we present several numerical tests and also discuss a
generalization of the bag model that allows for a varying speed of sound (the ⌫-model).
The e�ciency coe�cient in any other model can then be inferred by mapping to this
model using the strength parameter based on the pseudotrace, ↵✓̄ and the speed of
sound cs. As we will see, whenever the speed of sound departs significantly from
c2s = 1/3, the energy fraction in the new parameterization using ↵✓̄ will be much
more accurate and the fits from [29] do not apply.

5 Bulk motion in the ⌫-model

In order to test the hypothesis from the last section, one needs to set up a model
that allows for strong phase transitions and also for a significant change of the speed
of sound in the broken phase. The simplest model that provides these features is the
model already discussed in [30] (which we will call ⌫-model)

ps =
1

3
a+T

4
� ✏ , es = a+T

4 + ✏ ,

pb =
1

3
a�T

⌫ , eb =
1

3
a�(⌫ � 1)T ⌫ , (38)

where we have chosen a relativistic speed of sound in the symmetric phase. The free
parameter ⌫ can be eliminated in favor of the speed of sound in the broken phase
using

⌫ = 1 +
1

c2s
. (39)

The speed of sound in the ⌫-model is temperature independent which in turn is also
its defining property: A constant speed of sound automatically implies the equation
of state given in (38). This will simplify the analysis in the ⌫-model and allow for an
analytic treatment of many relations.

One can easily see that the ⌫-model realizes the bag equations of state when the
speed of sound in the broken phase equals the value in the bag model c2s = 1/3 and
⌫ = 4. In the ⌫-model, ↵✓̄ is given by

↵✓̄ =
1

12

✓
4� ⌫ +

3✏⌫

a+T 4
+

◆
. (40)
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Figure 1: The solutions for the plasma velocity v(ξ) (LEFT) and temperature T (ξ)/TN (RIGHT)
in the case of a detonation (for vw = 0.76 and αN = 0.078). The dashed-red horizontal line
corresponds to TN and the solid-blue horizontal line corresponds to Tc.

d r

d t
= v(ξ = r/t) , (7)

and eventually coming back to rest (for ξ = cs) at a distance r > r0 from the center of
the bubble, as shown in Figure 2 (the motion of plasma volume elements in the case of
deflagrations and hybrids can be described in a similar way).

It is possible to extract the ξ and r0 dependence of a trajectory r obtained from (7),
using the self-similarity of the detonation wave. From Figure 2, we obtain the relation

∆rcs ≡ r(r0 +∆r0, ξ = cs)− r(r0, ξ = cs) = C(cs)∆r0 , (8)

where the constant C(cs) > 1 does not depend on r0. Due to the self-similarity, (8) can be
generalized to arbitrary values of ξ inside the detonation wave

∆rξ ≡ r(r0 +∆r0, ξ)− r(r0, ξ) = C(ξ)∆r0 , (9)

where the function C(ξ) is again independent of r0, and one has C(ξ) > 1 all along the
detonation wave. It then follows that

r(r0, ξ) = C(ξ) r0 + r(0, ξ) # C(ξ) r0 , (10)

where r(0, ξ) can be safely neglected4 with respect to r0. The result (10) shows the explicit
dependence of a trajectory r(r0, ξ) with the initial distance r0, and will be used later in
section 5.

4If the distance of a plasma volume element to the center of the bubble is negligible compared to the
final radius RB of the bubble (r0 → 0 for that volume element), then its distance to the bubble’s center as
it moves along the detonation wave is r(0, ξ) % r0, generically for values of r0 ∼ O(10−4RB)−O(RB).

5
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Figure 7: Sketch of the expansion of a symmetric bubble inside a broken bubble, and definition of
rc, rin and rout.

Getting δr(2)0 and δr(1)0 as a function of r0 and ξ is rather involved; we present the calculation
in Appendix B.

So far we have focused only on the evolution of the symmetric bubble along the broken
bubble’s radial direction, disregarding the expansion of the symmetric bubble along the
angular directions. The full three-dimensional problem, together with the departure from
the initial spherical shape of the symmetric bubble as it evolves, are difficult matters to study
(see Appendix B). However, given spherical symmetry it is a reasonable approximation to
consider that the volume of plasma that goes through a symmetric bubble is roughly given
by (B.9)

VS(r0) ! (δr(1)0 + δr(2)0 )3 ≡ (δr0)
3 . (38)

This last result will be used in the next section, where we analyse the possibility of achieving
enough baryogenesis through the nucleation of symmetric bubbles.

6 Fast Bubble Expansion and EW Baryogenesis.

The standard EW baryogenesis mechanism is based on the interaction between the wall of
the expanding bubbles and the plasma in front of it [1–3], which leads to a CP-asymmetric
reflection on the wall of certain particle species. These particle asymmetries are subsequently
diffused into the plasma in the symmetric phase just in front of the bubble wall [3], where
sphalerons are active and capable of converting the CP asymmetry into a net baryon number.
The generated baryon number is then carried into the broken phase (where it stays frozen)
as the wall passes by.

The diffusion process plays a key role in the generation of the baryon asymmetry, since
it connects the non-equilibrium CP violating physics (occurring within the bubble wall) to
the sphaleron baryon number violating processes (occurring in the symmetric phase out-
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Figure 4: Dynamics of the bubble wall in its rest frame. The
plasma particles of the incoming flux (green arrows to the
right of the bubble wall) move with a velocity of �vw. Top:
the case of a cooling phase transition, where the plasma par-
ticles gain mass upon entering the bubble (blue region),
thereby slowing down (short green arrows to the left of the
bubble wall). Momentum conservation means the plasma ex-
erts a friction force on the wall (blue arrows), which moves it
to the left; in the plasma rest frame the bubble wall is slowed
down. Bottom: the case of a heating phase transition, where
the particles lose mass inside the bubbles (red region) and
thus accelerate (long green arrows), thereby accelerating
the bubble wall (red arrows).

in bubble collisions can be very large.

IV. GRAVITATIONAL WAVES DURING
REHEATING

The frequency spectrum of a SGWB is typically de-
scribed in terms of the fraction of the total energy den-
sity of the Universe found in GWs, per frequency e-fold:

(d⇢gw/d ln f)/⇢tot. Denoting with an asterisk all those
quantities evaluated at the time t⇤ at which the GWs
are produced, we can find the SGWB spectrum today by
accounting for the di↵erence in ⇢tot and the redshift as
follows [5, 33, 37]:

⌦(f) = F⇤
1

⇢tot,⇤

d⇢gw,⇤
d ln f

⇡ F⇤

✓
H⇤
�

◆2 ✓
⇢s,⇤
⇢tot,⇤

◆2

NS(f) , (14)

with F⇤ ⌘ a
4
⇤

✓
H⇤
H0

◆2

. (15)

In the first equality the prefactor F⇤ accounts for the
radiation-like redshifting of the GWs with the scale fac-
tor a⇤ and for the ratio of the total energy densities at t⇤
and today,8 ⇢tot,⇤/⇢crit = H

2
⇤/H

2
0 . In the last equality we

have written the energy density in GWs in terms of the
energy density ⇢s,⇤ of their source: ⇢gw,⇤ ⇠ G⌧

2(⇢s,⇤)2.
Here G ⇠ H

2
/⇢tot is Newton’s constant, ⌧ ⇠ �

�1 is the
typical time scale of GW production during a PT, and
 is an e�ciency factor that quantifies how much of the
energy ⇢s,⇤ in the source goes into GWs. The factors N
and S(f) account for an overall normalization and spec-
trum, respectively, and they may depend on other phase
transition parameters, such as the bubble-wall velocity
vw.
The sources of GWs during a PT are typically of three

kinds: bubble collisions, sound waves, and magnetohy-
drodynamic turbulence. The first one involves the energy
stored in the � bubble walls, while the last two come from
the response of the plasma to the nucleation and perco-
lation of the bubbles of the new phase. Each of them
has di↵erent frequency spectra and dependences on the
PT parameters. Their precise form and relative contri-
bution to the overall GW signal is the subject of ongoing
research (see Refs. [4, 5, 37] for reviews). In cPTs, the
case most commonly studied in the literature, runaway
bubbles are not typically expected and the contribution
from sound waves tends to be the largest [37, 89].9 On
the other hand, as discussed in the previous section, the
same plasma exerting a friction on cPT bubbles will in-
stead exert an antifriction on hPT bubbles, accelerating
them. Because of this, most of the energy is stored in the
bubble walls, and we expect that in hPTs the dominant
GW contribution comes from the collisions of runaway
bubbles. Since we are interested in the detectability of
GWs from reheating as a proof of concept, and since
the contribution from turbulence is the most uncertain
[4, 5, 37], we will not consider it throughout the rest of

8
⇢crit here denotes the critical energy density of the Universe to-

day, and is not to be confused with ⇢r,c, the energy density of

radiation at Tc.
9
When runaway bubbles do occur in cPTs, however, their result-

ing GW spectrum can be very prominent; see Ref. [90].
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Figure 5: Stochastic GW background from the phase transi-
tions occurring during reheating. The red curve represents
the GW spectrum arising from bubble collisions during the
hPT (hGW) and the blue curve represents the GW spec-
trum originating from sound waves in the cPT (cGW). Both
spectra are detectable by the future GW probe BBO [6–8],
as shown by the PIS curves [102] (black lines, solid for
GWs from bubble collisions, and dashed for GWs from sound
waves). For this plot we chose the parameters corresponding
to the starred benchmark point in Fig. 6, namely Tc = 1 TeV,
Hi = 2⇥ 10�15 TeV = �� (i.e., Tc = 0.8 Tmax), and g⇤ = 10,
the potential coe�cients {µ,A,�} = {1, 0.72, 1} (� = 0.7),
and a bubble-wall speed in a cPT of vw,cPT = 0.05.

of the GWs at their peak with ⌦PIS(f):

SNR =

2

4 tobs

1 year

 
⌦bc/sw

GW (fpeak)

⌦bc/sw
PIS (fpeak)

!2
3

5
1/2

, (33)

where tobs is the observation time, fpeak is the frequency
at which ⌦GW is the peak, and “bc” (“sw”) corresponds
to the GWs from bubble collision (sound waves).

The results for hGWs and cGWs are shown in Fig. 6 in
terms of the Tc/Tmax–� parameter space (and the corre-
sponding values of Hi and A, respectively). The bench-
mark point used in previous figures of this paper, such
as in Fig. 5, is marked with a star in Fig. 6. The SNR
contours for tobs = 1 year for hGWs (cGWs) at BBO are
shown in red (blue), where the increasing opacity indi-
cates larger SNR. We have fixed Tc = 1 TeV, �� = Hi,
g⇤ = 10, {µ,�} = {1, 1}, and vw,cPT = 0.05. This spe-
cific choice of values has only a modest impact on our
results, and the GW features described in this section
are generic. We direct our reader to Appendix D for a
more detailed study of the parameter space.

Note that �, which controls the height of the poten-
tial barrier separating the broken and symmetric minima
of the � potential and thus the action S, strongly deter-
mines the strength of the GWs. For both hPTs and cPTs
a larger � makes d lnS/d lnT smaller, which increases
the duration �

�1 of the PT. Eventually, however, su�-
ciently large values of � will kill the GW signature by
making the PT impossible, as clearly seen in the region

above the dotted line. Indeed, this region corresponds to
those points with �(tmax)/V < H(tmax)4. Since at tmax

�/V is at its largest (because the temperature is at its
maximum and thus the action S is at its minimum), no
bubbles are produced within a Hubble patch in this re-
gion. This means that the Universe remains in the broken
phase throughout all of reheating, never transitioning to
the symmetric phase (via an hPT), and therefore never
coming back to the broken phase (via a cPT). Thus no
PT takes place and therefore no appreciable GWs are
produced. We nevertheless show the continuation of the
cPT contours in this empty region for illustrative pur-
poses.

The parameter Tc/Tmax (which can be turned into
⇢r,c/⇢�,i for a given ��/Hi ratio) also has a crucial im-
pact on the visibility of the hGWs. A large hierarchy
between Tc and Tmax means that the time elapsed be-
tween thPT and tcPT (which are on opposite sides of the
reheating curve of Fig. 2) is also large. As such, the GWs
associated with the hPT are produced much earlier than
those generated during the cPT, and are therefore more
redshifted and correspondingly quieter. Thus their signal
falls outside of the BBO sensitivity window. The combi-
nation of this e↵ect and the one controlled by� described
in the previous paragraph gives the BBO-visible hPT re-
gion its characteristic crescent shape. The cGWs have
a milder dependence on Tc/Tmax. A strong coincidence
between these two temperatures means ⇢r represents a
larger share of the total energy density, which makes the
GWs louder. On the other end, the more di↵erent Tc

and Tmax are, the later the cPT takes place. For su�-
ciently large hierarchies the cPT occurs squarely during
radiation domination and its GWs become insensitive to
reheating. This is shown in Fig. 6 as the insensitivity of
the cPT contours to low values of Tc/Tmax.

The region enclosed by the green contour corresponds
to points where the peaks from both cGWs and hGWs
can be distinguished. This “double peaks region” is
therefore defined as the parameter space where the peak
amplitude of hGWs is larger than the amplitude of the
cGWs at that same frequency, and vice versa. These
points are potentially the best ones in terms of how much
we could learn from these GWs. Indeed, observing both
GW peaks in a GW detector could allow us to extract the
most information about reheating by studying the corre-
lations between cooling and heating PTs, as we have at-
tempted to do in this paper. The region located above the
dashed line has Tmax < T1, which means that the plasma
never reaches T1 and therefore h�ib never disappears.
The dark gray region is the parameter space where the
plasma antifriction during the hPT is not strong enough
to cause the bubble walls to enter a runaway regime. Fi-
nally, the light gray region corresponds to those points
where the daisy contribution becomes so large that the
cubic term in Eq. (1) is severely suppressed and there is
no strongly first-order PT (SFOPT). For more details on
both grey areas see Appendices C 2 and B3, respectively.

Reheating
- Particles loose mass when crossing 

the wall: “anti friction”
- hPT typically runaway (?)  GWs from bubble 

collisions, while cPT terminal velocity
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